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## Synopsis

A study is made of the resolvent operator for a system consisting of any finite number of particles. It is assumed that all the forces in the system arise from square-integrable local two-body interactions. The resolvent is considered for complex energies not in the continuous spectrum of the Hamiltonian. It is represented by an integral operator, the kernel of which is called the Green function. In the energy plane cut along the positive real axis, the Green function $G^{(2)}$ for a system of two particles is obtained from an integral equation. Owing to the assumption on the interaction, this equation has a Hilbert-Schmidt kernel. As a result it can be solved by the Fredholm method. With $G(2)$ as a supposedly known quantity, an integral equation for $G^{(3)}$ is constructed which again has a HilbertSchmidt kernel, and hence is again soluble. Next the procedure is extended to successively larger systems. For $n$ particles, an integral equation is found from which the Green function $G^{(n)}$ can be obtained once the functions $G^{(2)}, G^{(3)}, \ldots, G^{(n-1)}$ are known. By an induction argument an upper bound is derived for the Schmidtnorm of each successive kernel $K(n)$. This is shown to be finite at every interior point of the energy plane cut along the continuous spectrum of the $n$-particle Hamiltonian $H^{(n)}$. In the cut plane the Fredholm expressions converge irrespective of the strength of the interaction. The Green function $G(n)$ is regular except for the cut and for possible poles on the negative real axis. These correspond to bound states, the eigenfunctions of $H(n)$ following directly from the residues of $G(n)$. The present method does not give information on the behaviour of the Green function in the neighbourhood of the continuous spectrum. This is the subject of a forthcoming paper on the theory of scattering.

## CONTENTS

Page
1.1. Introduction ..... 5
1.2. The Hamiltonian ..... 7
1.2.1. Coordinates ..... 7
1.2.2. Self-adjointness ..... 8
1.2.3. The resolvent ..... 9
1.3. The Green function for two particles ..... 10
1.3.1. Method of construction ..... 10
1.3.2. Symmetry ..... 13
1.3.3. Analytic properties ..... 14
1.3.4. Bound states ..... 18
1.4. Spectral theory ..... 21
1.4.1. The integral representation of the resolvent ..... 21
1.4.2. Spectral resolutions ..... 23
1.4.3. An upper bound for the resolvent ..... 26
1.5. A separable three-body problem ..... 27
1.5.1. The resolvent ..... 27
1.5.2. The Green function ..... 31
1.5.3. Uniqueness of the Green function ..... 33
1.6. The Green function for three particles ..... 35
1.6.1. The resolvent equation ..... 35
1.6.2. An upper bound for the kernel ..... 36
1.7. General numbers of particles ..... 40
1.7.1. The resolvent equation ..... 40
1.7.2. Auxiliary formulas ..... 44
1.7.3. An analysis of the multiple sum ..... 48
1.7.4. The kernel ..... 50
1.7.5. The Green function ..... 54
1.7.6. The spectrum ..... 57
References ..... 60

### 1.1. Introduction

This is the first of a series of papers concerned with various general properties of systems of $n$ particles governed by Hamiltonians of the form

$$
\begin{equation*}
H^{\prime}(\boldsymbol{X})=-\sum_{i=1}^{n} \frac{1}{2 m_{i}} \Delta\left(\boldsymbol{X}_{i}\right)+\sum_{i<j} V_{i j}\left(\boldsymbol{X}_{i}-\boldsymbol{X}_{j}\right) \tag{1.1.1}
\end{equation*}
$$

In eq. (1.1.1) $\boldsymbol{X}_{i}=\left(X_{i 1}, X_{i 2}, X_{i 3}\right)$ is the space coordinate of particle $i$. The three components of $\boldsymbol{X}_{i}$ range from $-\infty$ to $\infty$. The system is not enclosed in a finite box, neither are periodic boundary conditions imposed. The symbol $\Delta$ stands for the Laplace operator.

The masses of the particles are denoted by $m_{i}$. It is assumed that $m_{i} \neq 0$. The various masses may or may not be equal. The particles are treated as distinguishable. It has been checked that the results of the present paper allow a simple specialization in the case of identical particles, but this point is not pursued here.

In each particular system, the number of particles is kept fixed. No use is made of creation and destruction operators and the techniques associated with these. There are thus distinct problems for $n=1,2,3, \ldots$ Only finite values of $n$ are considered.

The two-body interaction $V_{i j}$ is taken to be real. It is assumed that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left[V_{i j}(\boldsymbol{X})\right]^{2} d^{3} \boldsymbol{X}<\infty \tag{1.1.2}
\end{equation*}
$$

This means, roughly, that at the origin $V_{i j}$ must be less singular than $|\boldsymbol{X}|^{-\frac{3}{2}}$, while at large distances it must tend to zero faster than $|\boldsymbol{X}|^{-\frac{3}{2}}$. The Coulomb interaction is therefore excluded, as are potentials with hard cores.

It is an important point that the relation (1.1.2) does not imply an assumption on the strength of the potential. The results of this and the following papers apply to weak and strong interactions alike, as they are based on methods which go beyond perturbation theory.

In tackling the problem of $n$ particles, the most straightforward starting-point would seem to be the Schrödinger equation

$$
\begin{equation*}
H^{\prime}(\boldsymbol{X}) \Psi(\boldsymbol{X})=E \Psi(\boldsymbol{X}) \tag{1.1.3}
\end{equation*}
$$

Solving this for $\Psi$, one would expect that in the case of negative energy only certain discrete values of $E$ are admitted, while for positive $E$ the equation would admit of
a continuum of solutions which satisfy certain outgoing boundary conditions and thereby describe scattering states in which in suitable regions of configuration space the system behaves asymptotically as an assembly of free subsystems. It is of course known that this program works quite well for a system of two particles with spherically symmetric interaction. It must be borne in mind, however, that in this case the success of the method is due to the Schrödinger equation being separable into ordinary differential equations for which methods of solution are readily available. As soon as one passes on to three or more particles, one is always left with partial differential equations. Now, the properties of such equations are quite different from those of ordinary differential equations. As a matter of fact, one does not even have an existence theorem to guarantee that for more-particle systems the desired scattering solutions can actually be found.

It is for this reason that we do not want to go into the question of scattering wavefunctions. In the following the Hamiltonian (1.1.1) is considered as an operator which acts on square-integrable functions of $\boldsymbol{X}$, and the $n$-body problem is approached from the point of view of the theory of Hilbert space. This does not only make it possible to put the formalism on a firm mathematical basis, it also makes available some very powerful computational methods.

One of our principal tools is the resolvent of the Hamiltonian and the Green function $G$ associated with it. As is usual, the resolvent is studied as an analytic function of the energy in the complex plane cut along the real axis from a point $M$ to $\infty$. At every interior point of the cut plane, we find the Green function for any finite number of particles. To achieve this, we observe first of all that in the cut plane the twoparticle Green function $G^{(2)}$ satisfies an integral equation with a Hilbert-Schmidt kernel. Since such an equation is known to be soluble by the methods of the Fredholm theory of integral equations, we can find $G^{(2)}$. It takes the form of a quotient of two series, which are convergent owing to the assumption (1.1.2) that the interactions $V_{i j}$ are square-integrable. The Green function $G^{(2)}$ is now used as a supposedly known quantity in an integral equation for the three-particle function $G^{(3)}$. The point is here that this equation is set up in such a way that it has a Hilbert-Schmidt kernel once again. As a result of this, it can be solved rigorously by the same method as that applied to $G^{(2)}$. Next, $G^{(2)}$ and $G^{(3)}$ are entered into an equation for $G^{(4)}$, and so on. Summarizing, there is an iteration procedure whereby the Green function $G^{(n)}$ for any number of particles can be found once the functions $G^{(m)}$ for $m=2,3, \ldots, n-1$ are known. This method of constructing the Green function leads in a natural way to the energies and the wave-functions of bound states. It forms the main contents of the present paper.

In forthcoming papers we shall outline a general theory of scattering, with special emphasis on the channel concept and on sufficient conditions on the interaction to guarantee that a useful scattering formalism can indeed be developed. The next step consists in defining the $S$-operator, and expressing it in terms of the Green function. The most intricate point to be discussed in this connection concerns the limiting
properties of the Green function as the energy tends to the cut in the complex plane. This limiting behaviour will be shown to be intimately connected with the asymptotic properties of wave-packets at large times, and with the falling-off of the interaction at large distances.

Up to this stage, the formalism is completely general, being capable of describing scattering and reactions among any number of particles or bound fragments. The remaining part of the investigation is devoted to the special case in which both in the distant past and in the remote future the total scattering system is split up into not more than two subsystems. For this case, results will be presented on the analytic properties of scattering amplitudes for fixed momentum transfer, and on dispersion relations. This part of the work also gives information on the asymptotic behaviour of wave-functions for bound states. The last item to be discussed is the scattering of partial waves, for which a new type of resonance formula will be given. The principal feature is here that, along with the well-known Breit-Wigner behaviour in the neighbourhood of an isolated resonance, we find an energy-dependent scattering radius which through a dispersion relation is connected with the absorption.

### 1.2. The Hamiltonian

### 1.2.1. Goordinates

In treating the Hamiltonian (1.1.1) it is useful to go over from the coordinates $\boldsymbol{X}$ to new coordinates $\boldsymbol{x}$ so that the energy of the centre-of-mass motion is separated off. This can easily be achieved in various ways, one possibility being the choice(1)

$$
\begin{align*}
\boldsymbol{x}_{k} & =\left(\frac{2 m_{k+1}}{M_{k} M_{k+1}}\right)^{\frac{1}{2}} \sum_{j=1}^{k} m_{k}\left(\boldsymbol{X}_{k+1}-\boldsymbol{X}_{j}\right) \quad(k=1,2, \ldots, n-1), \\
\boldsymbol{x}_{n} & =\frac{\sqrt{2}}{\sqrt{M_{n}}} \sum_{j=1}^{n} m_{j} \boldsymbol{X}_{j},  \tag{1.2.1}\\
M_{k} & =\sum_{j=1}^{k} m_{j} .
\end{align*}
$$

With this choice of coordinates, the kinetic-energy operator takes the form

$$
\begin{equation*}
-\sum_{i=1}^{n} \frac{1}{2 m_{i}} \Delta\left(\boldsymbol{X}_{i}\right)=-\sum_{i=1}^{n} \Delta\left(\boldsymbol{x}_{i}\right), \tag{1.2.2}
\end{equation*}
$$

no mixed derivatives appearing. It follows from eq. (1.2.1) that

$$
\begin{equation*}
\boldsymbol{X}_{i}-\boldsymbol{X}_{j}=\sum_{k=1}^{j-1} c_{i j}^{k} \boldsymbol{x}_{k} \quad(i<j) \tag{1.2.3}
\end{equation*}
$$

with certain constants $c$ depending on the masses of the particles.

In eq. (1.2.1), $\boldsymbol{x}_{n}$ is the coordinate of the centre of mass, apart from a scale factor. The coordinates $\boldsymbol{x}_{k}(k=1,2, \ldots, n-1)$ describe the internal motion. The Hamiltonian of the internal motion takes the form

$$
\begin{equation*}
H^{\prime}(\boldsymbol{x})=-\sum_{i=1}^{n-1} \Delta\left(\boldsymbol{x}_{i}\right)+\sum_{i<j} V_{i j}\left(\sum_{k=1}^{j-1} c_{i j}^{k} \boldsymbol{x}_{k}\right) \tag{1.2.4}
\end{equation*}
$$

Here, $\boldsymbol{x}_{1}$ is proportional to the distance between particles 2 and $1, \boldsymbol{x}_{2}$ to the distance between particle 3 and the centre of mass of 2 and 1 , and so on. It is easily checked that an alternative system without mixed derivatives in the kinetic energy can be obtained as follows(1). First the system of $n$ particles is split into $k$ subsystems. In each subsystem internal coordinates are introduced according to eq. (1.2.1). Next, a coordinate is used for the distance between the centres of mass of the groups 2 and 1 , then a coordinate for the distance between the centres of mass of group 3 and the combined groups 2 and 1 , and so on. This takes $n-k$ internal coordinates and $k-1$ relative coordinates between the $k$ groups, so that just one coordinate is left for the centre of mass of the system as a whole. In the following we use all the coordinate systems of this sort, as the need arises.

### 1.2.2. Self-adjointness

We now want to consider $H^{\prime}(\boldsymbol{x})$ as an operator in the Hilbert space of squareintegrable functions of $\boldsymbol{x}$. This space is denoted by $\mathfrak{Z}^{2}$. In cases of ambiguity we may occasionally write $\mathbb{\Omega}^{2}(\boldsymbol{x})$. For the norm and the inner product in $\mathbb{\Omega}^{2}$ we use the notations

$$
\begin{equation*}
\|f\|=\left[\int|f(\boldsymbol{x})|^{2} d \boldsymbol{x}\right]^{\frac{1}{2}}, \quad(g, f)=\int \bar{g}(\boldsymbol{x}) f(\boldsymbol{x}) d \boldsymbol{x} \tag{1.2.5}
\end{equation*}
$$

It is assumed that the reader is familiar with the basic ideas of the theory of Hilbert space, which can be found in the textbooks by Achieser and Glasmann (2), Riesz and Sz.-Nagy (3), Stone(4), and others.

To get the full benefit of the techniques of Hilbert space, we must define our Hamiltonian more carefully than is implied by eq. (1.2.4). As it stands there, it is too vague, because there does not seem to be a satisfactory criterion for determining the set of functions in $\Omega^{2}$ on which a differential operator can be allowed to act. The way out of this difficulty was indicated by Kato (5) and Stummel(6). First the domain of the differential operator was restricted to a dense set in $\mathfrak{Z}^{2}$ consisting of smooth functions which at infinity tend to zero sufficiently rapidly. The operator thus defined is hermitian, but it is not self-adjoint. It was shown, however, that under certain assumptions on the interaction it is essentially self-adjoint, i.e. that it has one and only one self-adjoint extension. It is this self-adjoint extension which we take as our Hamiltonian. It is denoted by $H$ or by $H(\boldsymbol{x})$. The domain of $H$ is denoted by $\mathfrak{D}(H)$.

Let us write the differential operator $H^{\prime}(\boldsymbol{x})$ as the sum of the kinetic energy and the interaction,

$$
\begin{equation*}
H^{\prime}(\boldsymbol{x})=H_{0}^{\prime}(\boldsymbol{x})+V(\boldsymbol{x}) . \tag{1.2.6}
\end{equation*}
$$

Then, a sufficient condition for essential self-adjointness given by Stummel(6) is

$$
\begin{gather*}
\int_{|\boldsymbol{x}| \leq 1}[V(\boldsymbol{x}-\boldsymbol{y})]^{2}|\boldsymbol{x}|^{-3 n+7-\alpha} d^{3} \boldsymbol{x}_{1} d^{3} \boldsymbol{x}_{2} \ldots d^{3} \boldsymbol{x}_{n-1}<C,  \tag{1.2.7}\\
|\boldsymbol{x}|=\left(\left|\boldsymbol{x}_{1}\right|^{2}+\left|\boldsymbol{x}_{2}\right|^{2}+\ldots+\left|\boldsymbol{x}_{n-1}\right|^{2}\right)^{\frac{1}{2}},
\end{gather*}
$$

for every $\boldsymbol{y}$, some constant $C$, and a suitable $\alpha>0$. This is clearly fulfilled in the present case. For let us take $V_{12}$. If $n \geq 3$, it satisfies

$$
\left.\begin{array}{c}
\int_{|\boldsymbol{x}| \leq 1}\left[V_{12}\left(c_{12}^{1}\left(\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right)\right)\right]^{2}|\boldsymbol{x}|^{-3 n+7-\alpha} d^{3} \boldsymbol{x}_{1} d^{3} \boldsymbol{x}_{2} \ldots d^{3} \boldsymbol{x}_{n-1} \\
\leq \int_{-\infty}^{\infty}\left[V_{12}\left(c_{12}^{1}\left(\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right)\right)\right]^{2} d^{3} \boldsymbol{x}_{1} \int_{\left|\boldsymbol{x}_{2}\right|^{2}+\ldots+\left|\boldsymbol{x}_{n-1}\right|^{2} \leq 1}\left(\left|\boldsymbol{x}_{2}\right|^{2}+\ldots+\left|\boldsymbol{x}_{n-1}\right|^{2}\right)^{-\frac{3}{2} n+\frac{7}{2}-\frac{\alpha}{2}} d^{3} \boldsymbol{x}_{2} \ldots d^{3} \boldsymbol{x}_{n-1}<C_{12} \tag{1.2.8}
\end{array}\right\}
$$

provided $\alpha<1$, by virtue of the condition (1.1.2) on $V_{i j}$. If $n=2$, the same holds true by an even simpler argument. By a permutation among the coordinates, similar bounds are readily derived for the remaining $V_{i j}$. The final result then follows from Schwarz's inequality.

It follows from the paper by $\mathrm{Kato}_{\text {at }}(5)$ that $H_{0}^{\prime}(\boldsymbol{x})$ has a unique self-adjoint extension $H_{0}$. If $\mathfrak{D}\left(H_{0}\right)$ stands for the domain of $H_{0}$, it was shown that for every $f$ in $\mathfrak{D}\left(H_{0}\right)$ the quantity $V f$ belongs to $\mathfrak{Z}^{2}$. It was also shown that

$$
\begin{equation*}
\mathfrak{D}(H)=\mathfrak{D}\left(H_{0}\right), \quad H=H_{0}+V . \tag{1.2.9}
\end{equation*}
$$

### 1.2.3. The resolvent

The importance of the Hamiltonian being self-adjoint derives from the fact that this implies that it has a resolvent and a spectral resolution. To the latter concept we come back later. Our first object is the resolvent $R(\lambda)$,

$$
\begin{equation*}
R(\lambda)=(H-\lambda)^{-1} \tag{1.2.10}
\end{equation*}
$$

where $\lambda$ is a complex number. The resolvent is defined for the set of points $\lambda$ for which it exists and is a bounded linear operator with domain $\mathfrak{Z}^{2}$. This certainly includes all non-real $\lambda$ (Achieser and Glasmann (2) section 43). It satisfies (ref.(2) section 44)

$$
\begin{gather*}
R(\lambda)-R(\mu)=(\lambda-\mu) R(\lambda) R(\mu)=(\lambda-\mu) R(\mu) R(\lambda),  \tag{1.2.11}\\
R^{*}(\lambda)=R(\bar{\lambda}), \tag{1.2.12}
\end{gather*}
$$

where the asterisk denotes the adjoint of an operator, and the bar the complex conjugate of a number.

Since $R(\lambda) f$ belongs to $\mathscr{D}(H)$ whenever $f$ belongs to $\mathfrak{R}^{2}$, eq. (1.2.9) shows that $H_{0} R(\lambda)$ and $V R(\lambda)$ are bounded operators. It is therefore justified to write

$$
\begin{equation*}
V R(\lambda)=\left(\lambda-H_{0}\right) R(\lambda)+1 \tag{1.2.13}
\end{equation*}
$$

Applying $R_{0}(\lambda)$, the resolvent of $H_{0}$, to both sides yields the equation

$$
\begin{equation*}
R_{0}(\lambda) V R(\lambda)=R_{0}(\lambda)-R(\lambda) \tag{1.2.14}
\end{equation*}
$$

It is the main purpose of the present paper to show that in the case under investigation the resolvent is an integral operator,

$$
\begin{equation*}
R(\lambda) f(\boldsymbol{x})=\int G(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y} \tag{1.2.15}
\end{equation*}
$$

for every $f$ in $\mathfrak{R}^{2}$ and almost every $\boldsymbol{x}$, and to determine the kernel $G$. The function $G$ is called the Green function. This agrees with the Green-function concept as used by Courant and Hilbert (7), and more recently by Titchmarsh(8). Loosely speaking, $G$ satisfies

$$
\begin{equation*}
(H-\lambda) G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\delta(\boldsymbol{x}-\boldsymbol{y}) . \tag{1.2.16}
\end{equation*}
$$

In finding the Green function $G^{(n)}$ for $n$ particles, i.e. $(3 n-3)$-dimensional $\boldsymbol{x}$ and $\boldsymbol{y}$ $(n=2,3, \ldots)$, our starting-point is the fact that in the case of no interaction it is known to exist and to have the form (Titchmarsh(8) section 13.7)

$$
\begin{equation*}
G_{0}^{(n)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\frac{i}{4}\left[\frac{\sqrt{\lambda}}{2 \pi|\boldsymbol{x}-\boldsymbol{y}|}\right]^{\frac{3}{2} n-\frac{5}{2}} H_{\frac{3}{2} n-\frac{5}{2}}^{(1)}(\sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|) \quad(n=2,3, \ldots) \tag{1.2.17}
\end{equation*}
$$

$H^{(1)}$ being the Hankel function of the first kind. If $n=2$, this reduces to

$$
\begin{equation*}
G_{0}^{(2)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\frac{1}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|} e^{i v \bar{\lambda}|\boldsymbol{x}-\boldsymbol{y}|} \tag{1.2.18}
\end{equation*}
$$

Here and in the following, $\lambda$ must always be restricted to

$$
\begin{equation*}
0<\arg \lambda<2 \pi, \quad \operatorname{Im} \sqrt{\lambda}>0 . \tag{1.2.19}
\end{equation*}
$$

### 1.3. The Green function for two particles

### 1.3.1. Method of construction

In determining the Green function, it is useful to start with two particles. The methods to be developed for this case are shown later to apply to larger numbers of particles without essential modification. Also, the results are required for the general $n$-particle problem, as our approach to this involves an iteration procedure.

For two particles, the relative motion depends on a three-dimensional vector $\boldsymbol{x}$. The interaction consists of a single term which, for simplicity, is denoted by $V(\boldsymbol{x})$. In the present section, all superscripts referring to the number of particles are dropped.

If $f$ is any function in $\Omega^{2}$, the functions

$$
\begin{equation*}
h(\boldsymbol{x} ; \lambda)=R(\lambda) f(\boldsymbol{x}), \quad h_{0}(\boldsymbol{x} ; \lambda)=R_{0}(\lambda) f(\boldsymbol{x})=\int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y} \tag{1.3.1}
\end{equation*}
$$

obviously belong to $\mathfrak{Z}^{2}$. From the resolvent equation (1.2.14) together with our knowledge of $R_{0}(\lambda)$ contained in eqs. (1.2.15) and (1.2.18), it follows that

$$
\begin{equation*}
h(\boldsymbol{x} ; \lambda)=h_{0}(\boldsymbol{x} ; \lambda)-\frac{1}{4 \pi} \int \frac{1}{|\boldsymbol{x}-\boldsymbol{y}|} e^{i \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|} V(\boldsymbol{y}) h(\boldsymbol{y} ; \lambda) d \boldsymbol{y} . \tag{1.3.2}
\end{equation*}
$$

Denoting the kernel of this integral equation by $K$,

$$
\begin{equation*}
K(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=-\frac{1}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|} e^{i \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|} V(\boldsymbol{y}), \tag{1.3.3}
\end{equation*}
$$

we observe the important fact that, if $\operatorname{Im} \sqrt{\lambda}>0$,

$$
\left.\begin{array}{rl}
\iint|K(\boldsymbol{x}, \boldsymbol{y} ; \lambda)|^{2} d \boldsymbol{x} d \boldsymbol{y} & =\frac{1}{16 \pi^{2}} \int[V(\boldsymbol{y})]^{2} d \boldsymbol{y} \int \frac{1}{|\boldsymbol{x}-\boldsymbol{y}|^{2}}\left|e^{i \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|}\right|^{2} d \boldsymbol{x}  \tag{1.3.4}\\
& =\frac{1}{8 \pi \operatorname{Im} \sqrt{\bar{\lambda}}} \int[V(\boldsymbol{y})]^{2} d \boldsymbol{y}<\infty,
\end{array}\right\}
$$

owing to the assumption that $V$ is square-integrable, eq. (1.1.2). Kernels which are square-integrable in the sense of eq. (1.3.4) are known as completely continuous, or Hilbert-Schmidt kernels. In the following we denote the set of all Hilbert-Schmidt kernels by $\mathfrak{Z}^{2}$ or $\mathbf{Z}^{2}(\boldsymbol{x})$.

The importance of this set derives from the fact that for integral equations with kernels in $\mathfrak{\Sigma}^{2}$ the solution is known. As a matter of fact, it follows from the works of Carleman (9), Smithies (10), and Michlin (11) that with minor alterations the Fredholm theory can be made applicable to these equations (see also Smithies (12) ch. VI, and $Z_{\text {aanen }}(13)$ ch. 9 , section 17).

To make this clear, let us define

$$
\begin{equation*}
\Delta(\lambda)=\sum_{p=0}^{\infty} \Delta_{p}(\lambda), \quad D(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\sum_{p=0}^{\infty} D_{p}(\boldsymbol{x}, \boldsymbol{y} ; \lambda), \tag{1.3.5}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
\Delta_{0}(\lambda) & =1, \quad \Delta_{1}(\lambda)=0, \quad D_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=K(\boldsymbol{x}, \boldsymbol{y} ; \lambda), \\
\Delta_{p}(\lambda) & =-\frac{1}{p} \iint K(\boldsymbol{x}, \boldsymbol{y} ; \lambda) D_{p-2}(\boldsymbol{y}, \boldsymbol{x} ; \lambda) d \boldsymbol{x} d \boldsymbol{y} \quad(p \geq 2),  \tag{1.3.6}\\
D_{p}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) & =\Delta_{p}(\lambda) K(\boldsymbol{x}, \boldsymbol{y} ; \lambda)+\int K(\boldsymbol{x}, \boldsymbol{z} ; \lambda) D_{p-1}(\boldsymbol{z}, \boldsymbol{y} ; \lambda) d \boldsymbol{z}(p \geq 1) .
\end{array}\right\}
$$

It is then shown in the above references that if $h_{0}$ belongs to $\mathfrak{Z}^{2}$ and $\lambda$ is such that $\Delta(\lambda) \neq 0$, the equation (1.3.2) with the kernel (1.3.3) has one and only one solution in $\mathfrak{Z}^{2}$, which takes the form

$$
\begin{equation*}
h(\boldsymbol{x} ; \lambda)=h_{0}(\boldsymbol{x} ; \lambda)+\frac{1}{\Delta(\lambda)} \int D(\boldsymbol{x}, \boldsymbol{y} ; \lambda) h_{0}(\boldsymbol{y} ; \lambda) d \boldsymbol{y} . \tag{1.3.7}
\end{equation*}
$$

If for any kernel in $\mathfrak{\mathfrak { Q }}^{2}$ we denote the $\mathfrak{\Sigma}^{\mathbf{2}}$-norm by
we have

$$
\begin{equation*}
|K|=\left[\iint|K(\boldsymbol{x}, \boldsymbol{y})|^{2} d \boldsymbol{x} d \boldsymbol{y}\right]^{\frac{1}{2}}, \tag{1.3.8}
\end{equation*}
$$

$$
\begin{equation*}
\left|\Delta_{p}(\lambda)\right| \leq(e / p)^{\frac{1}{2}} p|K(\lambda)|^{p} \quad(p \geq 1) . \tag{1.3.9}
\end{equation*}
$$

This clearly shows that the series for $\Delta$ is convergent for all values of $\lambda$ for which $|K(\lambda)|$ is finite, i.e. for all $\lambda$ with $\operatorname{Im} \sqrt{\lambda}>0$ (cf. eq. (1.3.4)). It is to be noted that the convergence properties are independent of the absolute magnitude of the interaction $V$. As for the series for $D$, it is known that each kernel $D_{p}$ belongs to $\mathbf{Z}^{2}$,

$$
\begin{equation*}
\left|D_{p}(\lambda)\right| \leq \sqrt{e}(e / p)^{\frac{1}{2} p}|K(\lambda)|^{p+1}(p \geq 1) . \tag{1.3.10}
\end{equation*}
$$

From this it follows that $D$ also belongs to $\mathbf{\Omega}^{2}$, and that the series for $D$ converges in mean square.

In view of the expressions (1.3.1) for $h$ and $h_{0}$, equation (1.3.7) very strongly suggests that

$$
\begin{equation*}
R(\lambda) f(\boldsymbol{x})=\int G_{0}(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z}+\frac{1}{\Delta(\lambda)} \int f(\boldsymbol{z}) d \boldsymbol{z} \int D(\boldsymbol{x}, \boldsymbol{y} ; \lambda) G_{0}(\boldsymbol{y}, \boldsymbol{z} ; \lambda) d \boldsymbol{y} . \tag{1.3.11}
\end{equation*}
$$

If we can justify this, we have thereby established that the resolvent is an integral operator, and we have found an expression for its kernel, the Green function $G$,

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{z} ; \lambda)=G_{0}(\boldsymbol{x}, \boldsymbol{z} ; \lambda)+\frac{1}{\Delta(\lambda)} \int D(\boldsymbol{x}, \boldsymbol{y} ; \lambda) G_{0}(\boldsymbol{y}, \boldsymbol{z} ; \lambda) d \boldsymbol{y} . \tag{1.3.12}
\end{equation*}
$$

The distinction between eqs. (1.3.7) and (1.3.11) is that in eq. (1.3.11) the integration with respect to $\boldsymbol{y}$ is performed first, while in eq. (1.3.7) this is done last. The problem is therefore to prove that in eq. (1.3.11) the integrations may be interchanged. To show this, let us first take any $f$ and $g$ in $\mathfrak{\Omega}^{2}$. We know from eq. (1.2.12) that

$$
\begin{equation*}
(g, R(\lambda) f)=\left(R^{*}(\lambda) g, f\right)=(R(\bar{\lambda}) g, f), \tag{1.3.13}
\end{equation*}
$$

so that

$$
\left.\begin{array}{c}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y}=\int f(\boldsymbol{y}) d \boldsymbol{y} \int \bar{G}_{0}(\boldsymbol{y}, \boldsymbol{x} ; \bar{\lambda}) \bar{g}(\boldsymbol{x}) d \boldsymbol{x}  \tag{1.3.14}\\
=\int f(\boldsymbol{y}) d \boldsymbol{y} \int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \bar{g}(\boldsymbol{x}) d \boldsymbol{x},
\end{array}\right\}
$$

where use has been made of the symmetry properties

$$
\begin{align*}
& G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=G_{0}(\boldsymbol{y}, \boldsymbol{x} ; \lambda),  \tag{1.3.15}\\
& \bar{G}_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \overline{\boldsymbol{\lambda}}), \tag{1.3.16}
\end{align*}
$$

which follow directly from the known expression for $G_{0}$.
Equation (1.3.14) shows that with straightforward functions $f$ and $g$ the order of integration may indeed be inverted. For the more complicated case presented by eq. (1.3.11), we note that according to Fubini's theorem (Burkill(14) section 5.4) $D(\boldsymbol{x}, \boldsymbol{y} ; \lambda)$ is square-integrable with respect to $\boldsymbol{y}$ for almost every $\boldsymbol{x}$. The integrations may therefore be interchanged also in this case, for almost every $\boldsymbol{x}$. From this observation the desired equation (1.3.12) for the Green function now follows, as a set of points of measure zero is immaterial in a Hilbert-space formalism.

### 1.3.2. Symmetry

It is clear from the method of construction that

$$
\begin{equation*}
\bar{G}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=G(\boldsymbol{x}, \boldsymbol{y} ; \overline{\boldsymbol{\lambda}}) . \tag{1.3.17}
\end{equation*}
$$

We now want to show that

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=G(\boldsymbol{y}, \boldsymbol{x} ; \lambda) . \tag{1.3.18}
\end{equation*}
$$

This is already known to be true for the term $G_{0}$ appearing in $G$. Let us denote the second term in eq. (1.3.12) by $F$,

$$
\begin{equation*}
F(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\frac{1}{\Delta(\lambda)} \int D(\boldsymbol{x}, \boldsymbol{z} ; \lambda) G_{0}(\boldsymbol{z}, \boldsymbol{y} ; \lambda) d \boldsymbol{z} \tag{1.3.19}
\end{equation*}
$$

Then it is obvious that $F$ belongs to $\mathbf{\Omega}^{2}$, since $D$ belongs to $\boldsymbol{\mathfrak { Z }}^{2}$ and $G_{0}$ represents a bounded operator. Therefore,

$$
\left.\begin{array}{c}
\iint|\bar{g}(\boldsymbol{x}) F(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y})| d \boldsymbol{x} d \boldsymbol{y}  \tag{1.3.20}\\
\leq\left[\iint|F(\boldsymbol{x}, \boldsymbol{y} ; \lambda)|^{2} d \boldsymbol{x} d \boldsymbol{y} \int\left|g\left(\boldsymbol{x}^{\prime}\right)\right|^{2} d \boldsymbol{x}^{\prime} \int\left|f\left(\boldsymbol{y}^{\prime}\right)\right|^{2} d \boldsymbol{y}^{\prime}\right]^{\frac{1}{2}}<\infty,
\end{array}\right\}
$$

so that by Fubini's theorem

$$
\begin{equation*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int F(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y}=\int f(\boldsymbol{y}) d \boldsymbol{y} \int F(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \bar{g}(\boldsymbol{x}) d \boldsymbol{x} . \tag{1.3.21}
\end{equation*}
$$

But from eq. (1.3.13) and eqs. (1.3.16) and (1.3.17) we have

$$
\begin{gather*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int F(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y}=\int f(\boldsymbol{y}) d \boldsymbol{y} \int \bar{F}(\boldsymbol{y}, \boldsymbol{x} ; \bar{\lambda}) \bar{g}(\boldsymbol{x}) d \boldsymbol{x}  \tag{1.3.22}\\
=\int f(\boldsymbol{y}) d \boldsymbol{y} \int F(\boldsymbol{y}, \boldsymbol{x} ; \lambda) \bar{g}(\boldsymbol{x}) d \boldsymbol{x}
\end{gather*}
$$

In view of the arbitrariness of $f$ and $g$ in $\mathfrak{Z}^{2}$ and the fact that $F$ belongs to $\mathfrak{Z}^{2}$, this implies that

$$
\begin{equation*}
F(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=F(\boldsymbol{y}, \boldsymbol{x} ; \lambda) \tag{1.3.23}
\end{equation*}
$$

and from this we get eq. (1.3.18). In this argument use is made of the known interchangeability of the integrals to establish the symmetry. Now that we have the symmetry of the Green function, it follows, as in eq. (1.3.14), that

$$
\begin{equation*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int G(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y}=\int f(\boldsymbol{y}) d \boldsymbol{y} \int G(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \tag{1.3.24}
\end{equation*}
$$

According to the resolvent equation (1.2.14), the Green function satisfies
$\int G(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z}=\int G_{0}(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z}-\int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) V(\boldsymbol{y}) d \boldsymbol{y} \int G(\boldsymbol{y}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z}$.
If it is now recalled that $G_{0} V$ belongs to $\boldsymbol{\Omega}^{2}$, and if eq. (1.3.24) is taken into account, the argument used in the previous section to get eq. (1.3.11) shows that in eq. (1.3.25) the integrations with respect to $\boldsymbol{y}$ and $\boldsymbol{z}$ may be interchanged. This yields the kernel

$$
\begin{equation*}
-\int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) V(\boldsymbol{y}) G(\boldsymbol{y}, \boldsymbol{z} ; \lambda) d \boldsymbol{y} \tag{1.3.26}
\end{equation*}
$$

which obviously belongs to ${\underset{\mathbf{\Omega}}{ }}^{2}$. Likewise, the second term on the right-hand side of eq. (1.3.12) belongs to $\mathfrak{z}^{2}$. Since both kernels give the same result when multiplied by $f(\boldsymbol{z})$ and integrated over $\boldsymbol{z}$, the two kernels must be equal for almost every $\boldsymbol{x}$ and $\boldsymbol{z}$. In other words, along with eq. (1.3.12) we have

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{z} ; \lambda)=G_{0}(\boldsymbol{x}, \boldsymbol{z} ; \lambda)-\int G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) V(\boldsymbol{y}) G(\boldsymbol{y}, \boldsymbol{z} ; \lambda) d \boldsymbol{y} \tag{1.3.27}
\end{equation*}
$$

### 1.3.3. Analytic properties

We now pass on to a study of the analytic properties of $D(\boldsymbol{x}, \boldsymbol{y} ; \lambda)$ and $\Delta(\lambda)$ considered as functions of $\lambda$. To this end, we first observe that, according to eqs. (1.2.11) and (1.2.12),

$$
\left.\begin{array}{rl}
\|R(\lambda) f\|^{2} & =(R(\lambda) f, R(\lambda) f)=(f, R(\bar{\lambda}) R(\lambda) f)  \tag{1.3.28}\\
& =\frac{1}{\lambda-\bar{\lambda}}[(f, R(\lambda) f)-(f, R(\bar{\lambda}) f)] \leq \frac{1}{|\operatorname{Im} \lambda|}\|f\|\|R(\lambda) f\| .
\end{array}\right\}
$$

Denoting the norm of $R(\lambda)$ by $\|R(\lambda)\|$, we thus obtain

$$
\begin{equation*}
\|R(\lambda)\| \leq \frac{1}{|\operatorname{Im} \lambda|} \tag{1.3.29}
\end{equation*}
$$

This is a useful bound for non-real $\lambda$. However, if there is no interaction the resolvent does not only exist off the real axis, it also exists, and is bounded, for negative real $\lambda$. As a matter of fact, in the case of two particles we have

$$
\left.\begin{array}{c}
\int d \boldsymbol{x}\left|\int \frac{e^{i \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|}}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|} f(\boldsymbol{y}) d \boldsymbol{y}\right|^{2} \leq \iiint \frac{e^{-\operatorname{Im} \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{y}|}}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|} \frac{e^{-\operatorname{Im} \sqrt{\lambda}|\boldsymbol{x}-\boldsymbol{z}|}}{4 \pi|\boldsymbol{x}-\boldsymbol{z}|}|f(\boldsymbol{y})||f(\boldsymbol{z})| d \boldsymbol{x} d \boldsymbol{y} d \boldsymbol{z} \\
=\iiint \frac{e^{-\operatorname{Im} \sqrt{\lambda}\left|y^{\prime}\right|}}{4 \pi\left|\boldsymbol{y}^{\prime}\right|} \frac{e^{-\operatorname{Im} \sqrt{\lambda}\left|\boldsymbol{z}^{\prime}\right|}}{4 \pi\left|\boldsymbol{z}^{\prime}\right|}\left|f\left(\boldsymbol{x}-\boldsymbol{y}^{\prime}\right)\right|\left|f\left(\boldsymbol{x}-\boldsymbol{z}^{\prime}\right)\right| d \boldsymbol{x} d \boldsymbol{y}^{\prime} d \boldsymbol{z}^{\prime}  \tag{1.3.30}\\
\leq\left[\int \frac{e^{-\operatorname{Im} \sqrt{\lambda}|\boldsymbol{y}|}}{4 \pi|\boldsymbol{y}|} d \boldsymbol{y}\right]^{2}\|f\|^{2}=\frac{1}{(\operatorname{Im} \sqrt{\lambda})^{4}}\|f\|^{2},
\end{array}\right\}
$$

so that here

$$
\begin{equation*}
\left\|R_{0}(\lambda)\right\| \leq \frac{1}{(\operatorname{Im} \sqrt{\lambda})^{2}} . \tag{1.3.31}
\end{equation*}
$$

As we shall see later, this inequality applies also to larger numbers of particles.
Another relation which follows directly from eq. (1.2.11) is

$$
\begin{equation*}
\frac{d}{d \lambda}(g, R(\lambda) f)=(g, R(\lambda) R(\lambda) f) \tag{1.3.32}
\end{equation*}
$$

Extending this to higher derivatives yields the power series

$$
\begin{equation*}
(g, R(\lambda) f)=\sum_{p=0}^{\infty}(\lambda-\mu)^{p}\left(g,[R(\mu)]^{p+1} f\right), \tag{1.3.33}
\end{equation*}
$$

which converges provided

$$
\begin{equation*}
|\lambda-\mu|\|R(\mu)\|<1 \tag{1.3.34}
\end{equation*}
$$

and so certainly when $\lambda$ is inside the circle with centre $\mu$ which is tangent to the real axis, by eq. (1.3.29). Clearly the left-hand side of eq. (1.3.33) is regular inside this circle, and by letting $\mu$ take all non-real values, it follows that it is in fact regular for all non-real $\lambda$. With the additional information supplied by the bound (1.3.31) for $\left\|R_{0}(\lambda)\right\|$, it follows that $\left(g, R_{0}(\lambda) f\right)$ is even regular in a larger region, viz. inside the $\lambda$-plane cut along the real axis from 0 to $\infty$.

For the purpose of our investigation of the functions $D(\boldsymbol{x}, \boldsymbol{y} ; \lambda)$ and $\Delta(\lambda)$, the foregoing is now extended to functions of the form $\left(g, V R_{0}(\lambda) f\right)$. The point is here that in general $V g$ does not belong to $\mathfrak{Z}^{2}$. However, let us choose a sequence $g_{N}$ in $\Omega^{2}$ such that $V g_{N}$ belongs to $\mathfrak{\Omega}^{2}$ for every $N$, while $g_{N}$ tends to $g$ in mean square,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|g_{N}-g\right\|=0 . \tag{1.3.35}
\end{equation*}
$$

Such a sequence certainly exists. For since $\mathfrak{D}\left(H_{0}\right)$ is dense in $\mathbb{Z}^{2}$, every $g$ in $\mathfrak{\Omega}^{2}$ can be approximated in mean square by a sequence in $\mathfrak{D}\left(H_{0}\right)$. And if $g_{N}$ is in $\mathscr{D}\left(H_{0}\right)$, the function $V g_{N}$ belongs to $\mathbb{Z}^{2}$, by eq. (1.2.9).

For every $N$, the result (1.3.33) yields the expansion

$$
\begin{equation*}
\left(V g_{N}, R_{0}(\lambda) f\right)=\sum_{p=0}^{\infty}(\lambda-\mu)^{p}\left(V g_{N},\left[R_{0}(\mu)\right]^{p+1} f\right) \tag{1.3.36}
\end{equation*}
$$

Use can now be made of the relation

$$
\begin{equation*}
\left(V g_{N}, R_{0}(\lambda) f\right)=\left(g_{N}, V R_{0}(\lambda) f\right) \tag{1.3.37}
\end{equation*}
$$

and of the fact that $V R_{0}(\lambda)$ is a bounded operator, again by eq. (1.2.9). Since $V R_{0}(\lambda)$ is bounded, it follows from eq. (1.3.35) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(g_{N}, V R_{0}(\lambda) f\right)=\left(g, V R_{0}(\lambda) f\right) \tag{1.3.38}
\end{equation*}
$$

Hence, both members of eq. (1.3.37) tend to a limit as $N$ tends to $\infty$, and so does each term on the right-hand side of eq. (1.3.36). Also, the convergence of the series in eq. (1.3.36) is uniform with respect to $N$ whenever $\lambda$ satisfies eq. (1.3.34). Then the sum of the limits equals the limit of the sum. Summarizing, we thus get the result

$$
\begin{equation*}
\left(g, V R_{0}(\lambda) f\right)=\sum_{p=0}^{\infty}(\lambda-\mu)^{p}\left(g, V\left[R_{0}(\mu)\right]^{p+1} f\right) \tag{1.3.39}
\end{equation*}
$$

which shows that $\left(g, V R_{0}(\lambda) f\right)$ is regular in the same region as $\left(g, R_{0}(\lambda) f\right)$.
The argument is now easily extended to the case in which $g$ itself is a function of $\lambda$, and is of the form $R_{0}(\bar{\lambda}) h$ or $R_{0}(\bar{\lambda}) V h$. By the previous result and eq. (1.2.12), each term of the series in eq. (1.3.39) is still regular, though more complicated than with $\lambda$-independent $g$. The series converges uniformly with respect to $\lambda$ in any closed region in which $\lambda$ satisfies eq. (1.3.34). From this it follows as before that the sum is regular in the $\lambda$-plane cut from 0 to $\infty$. The same applies to general expressions of the form

$$
\begin{equation*}
\left(g, R_{0}(\lambda)\left[V R_{0}(\lambda)\right]^{q} f\right),\left(g,\left[V R_{0}(\lambda)\right]^{q} f\right)(q=0,1,2, \ldots) \tag{1.3.40}
\end{equation*}
$$

Now by writing out the quantity

$$
\begin{equation*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int D_{p}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) d \boldsymbol{y} \int G_{0}(\boldsymbol{y}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z} \tag{1.3.41}
\end{equation*}
$$

with the help of eq. (1.3.6), it can be reduced to functions $\Delta_{q}(\lambda)$ and expressions of the first form (1.3.40). The latter being regular in a certain region of the $\lambda$-plane, we now turn to the functions $\Delta_{q}(\lambda)$. Let us take in particular

$$
\begin{equation*}
\Delta_{2}(\lambda)=-\frac{1}{2} \iint\left[G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)\right]^{2} V(\boldsymbol{x}) V(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} . \tag{1.3.42}
\end{equation*}
$$

Here we require the fact that the kernel $G_{0} V$ belongs to $\boldsymbol{\Omega}^{2}$. By virtue of this, it can be developed in mean square in terms of a complete orthonormal set $f_{q}(\boldsymbol{x})(q=1,2, \ldots)$ in $\Omega^{2}$, according to

$$
\begin{align*}
& -G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) V(\boldsymbol{y})=\sum_{q, r=1}^{\infty} K_{q r}(\lambda) f_{q}(\boldsymbol{x}) \bar{f}_{r}(\boldsymbol{y})  \tag{1.3.43}\\
& K_{q r}(\lambda)=-\iint \bar{f}_{q}(\boldsymbol{x}) G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) V(\boldsymbol{y}) f_{r}(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} .
\end{align*}
$$

In terms of the coefficients $K_{q r}$, the $\mathfrak{\Sigma}^{2}$-norm of $G_{0} V$ equals

$$
\begin{equation*}
\left|G_{0}(\lambda) V\right|=\left[\sum_{q, r=1}^{\infty}\left|K_{q r}(\lambda)\right|^{2}\right]^{\frac{1}{2}} \tag{1.3.44}
\end{equation*}
$$

The function $\Delta_{2}$ takes the form

$$
\begin{equation*}
\Delta_{2}(\lambda)=-\frac{1}{2} \sum_{q, r=1}^{\infty} K_{q r}(\lambda) K_{r q}(\lambda) \tag{1.3.45}
\end{equation*}
$$

Equation (1.3.44) implies the convergence of the series on the right-hand side. In view of this, Schwarz's inequality shows that the series for $\Delta_{2}(\lambda)$ is absolutely convergent, its partial sums not exceeding $\left|G_{0}(\lambda) V\right|^{2} / 2$.

If we now consider in particular

$$
\begin{equation*}
\Delta_{2}^{N}(\lambda)=-\frac{1}{2} \sum_{q, r=1}^{N} K_{q r}(\lambda) K_{r q}(\lambda) \tag{1.3.46}
\end{equation*}
$$

we know from the foregoing that it is regular in the $\lambda$-plane cut along the real axis from 0 to $\infty$, for the sum is confined to a finite number of terms, and each term is regular by our previous results. In other words, each function of the sequence $\Delta_{2}^{N}(\lambda)$ $(N=1,2, \ldots)$ is regular. The sequence tends to $\Delta_{2}(\lambda)$ as $N$ tends to $\infty$, and it is bounded uniformly in $N$ in any region in which $\left|G_{0}(\lambda) V\right|$ is bounded, i.e. in any region in which $\operatorname{Im} \sqrt{\lambda} \geq \varepsilon>0$ (cf. eq. (1.3.4)). From this it follows by Vitali's theorem (Titchmarsh (15) section 5.21 ) that $\Delta_{2}(\lambda)$ is regular in the region $\operatorname{Im} \sqrt{\lambda}>0$.

Combining various arguments presented in the foregoing we now easily see that each function $\Delta_{p}(\lambda)$ is regular in the region $\operatorname{Im} \sqrt{\lambda}>0$, and that the same applies to the functions

$$
\begin{equation*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int f(\boldsymbol{z}) d \boldsymbol{z} \int D_{p}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) G_{0}(\boldsymbol{y}, \boldsymbol{z} ; \lambda) d \boldsymbol{y} . \tag{1.3.47}
\end{equation*}
$$

Taking into account the convergence properties of the series for $\Delta(\lambda)$ implied by eq. (1.3.9), a second application of Vitali's theorem yields the result that $\Delta(\lambda)$ is regular in the region $\operatorname{Im} \sqrt{\bar{\lambda}}>0$. The same applies to the sum with respect to $p$ of all expressions (1.3.47). If we now recall the expression (1.3.12) for the Green function, we see that

$$
\begin{equation*}
(g, R(\lambda) f)=\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int G(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z} \tag{1.3.48}
\end{equation*}
$$

is regular in any region with $\operatorname{Im} \sqrt{\lambda}>0$ where $\Delta(\lambda)$ does not vanish.
Obviously, the interest of this conclusion does not derive so much from what it says about the analytic behaviour of the resolvent off the real axis. This already follows from general principles (see the discussion following eq.(1.3.33)). The significant result is the information on the properties of the resolvent in the neighbourhood of
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the negative real axis. This is by no means trivial, as it depends on the nature of the interaction. Whereas in general the resolvent of an arbitrary self-adjoint operator exists only for non-real $\lambda$, we see here that in the case of two particles with squareintegrable interaction it can be continued analytically across the negative real axis. As for the restriction that $\Delta(\lambda)$ must not vanish, since $\Delta(\lambda)$ is regular, its zeros are isolated points. Hence they give rise only to poles of the resolvent. It is these poles to which we now direct our attention.

### 1.3.4. Bound states

It was remarked above that, if $\Delta(\lambda)$ has zeros, these give rise to poles of the resolvent. However, we saw from eqs. (1.3.29) and (1.3.33) that the resolvent is regular off the real axis, so that the possible zeros of $\Delta(\lambda)$ must be confined to the real axis. In view of the regularity of $\Delta(\lambda)$, they cannot have an accumulation point in the region $\operatorname{Im} \sqrt{\lambda} \geq \varepsilon>0$, except perhaps the point at infinity. The latter possibility is easily ruled out, however, by the following argument. According to the resolvent equation (1.2.14), we formally have

$$
\begin{equation*}
(g, R(\lambda) f)-\left(g, R_{0}(\lambda) f\right)=\sum_{p=1}^{\infty}(-1)^{p}\left(g,\left[R_{0}(\lambda) V\right]^{p} R_{0}(\lambda) f\right) \tag{1.3.49}
\end{equation*}
$$

In general this series is not convergent. But if $\operatorname{Im} \sqrt{\lambda}$ is sufficiently large, it follows from eq. (1.3.4) that the $\mathfrak{\Sigma}^{2}$-norm of $R_{0} V$ is sufficiently small,

$$
\begin{equation*}
\left|R_{0}(\lambda) V\right|<1 \quad\left(\operatorname{Im} \sqrt{\lambda}>\frac{1}{8 \pi} \int[V(\boldsymbol{x})]^{2} d \boldsymbol{x}\right) \tag{1.3.50}
\end{equation*}
$$

Under this condition, the series on the right-hand side of eq. (1.3.49) is easily shown to converge and to equal the left-hand side. It thus exhibits the resolvent as a bounded operator, also on the negative real axis. There can therefore be no poles in the neighbourhood of the point at infinity, which is what we wanted to show. Summarizing, we see that on that part of the negative real axis on which $\operatorname{Im} \sqrt{\lambda} \geq \varepsilon>0$, the function $\Delta(\lambda)$ may have a finite number of zeros at most.

Let us now choose a particular zero $\lambda=\lambda_{\alpha}$, and let us assume that it is of order $q$. Then it follows from eq. (1.3.11) that, in the neighbourhood of $\lambda_{\alpha}$, the quantity $(g, R(\lambda) f)$ can be expanded in a Laurent series the most singular term of which is proportional to $\left(\lambda-\lambda_{\alpha}\right)^{-q}$. Hence, in the expansion of $(d / d \lambda)(g, R(\lambda) f)$, the most singular term is proportional to $\left(\lambda-\lambda_{\alpha}\right)^{-q-1}$. But, according to eq. (1.3.32), it is also proportional to $\left(\lambda-\lambda_{\alpha}\right)^{-2 q}$, so that $q=1$. The resolvent can therefore have only simple poles.

At this stage it is convenient to consider the function

$$
\begin{equation*}
P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)=\lim _{\lambda \rightarrow \lambda_{\alpha}} \frac{\lambda-\lambda_{\alpha}}{\Delta(\lambda)} \int D\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right) G_{0}\left(\boldsymbol{y}, \boldsymbol{z} ; \lambda_{\alpha}\right) d \boldsymbol{y} \tag{1.3.51}
\end{equation*}
$$

which, according to eq. (1.3.12), is the "residue" of $G(\boldsymbol{x}, \boldsymbol{z} ; \lambda)$ at $\lambda=\lambda_{\alpha}$. From the symmetry relations for the Green function, eqs. (1.3.17) and (1.3.18), it follows that $P$ is real, and that it satisfies

$$
\begin{equation*}
P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)=P\left(\boldsymbol{z}, \boldsymbol{x} ; \lambda_{\alpha}\right) . \tag{1.3.52}
\end{equation*}
$$

Furthermore, $P$ is a Hilbert-Schmidt kernel. By virtue of all this, $P$ can be developed in mean square in a series of orthonormal eigenfunctions in $\Omega^{2}$ according to (Riesz and Sz.-Nagy (3) section 97)

$$
\begin{align*}
P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right) & =\sum_{q=1}^{\infty} \mu_{\alpha q} \varphi_{\alpha q}(\boldsymbol{x}) \bar{\varphi}_{\alpha q}(\boldsymbol{z}),  \tag{1.3.53}\\
\left|P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)\right| & =\left[\sum_{q=1}^{\infty} \mu_{\alpha q}^{2}\right]^{\frac{1}{2}} . \tag{1.3.54}
\end{align*}
$$

Here the eigenvalues $\mu$ are real, since $P$ is hermitian. Hence, if $\varphi$ is an eigenfunction corresponding to a certain eigenvalue $\mu$, so is $\bar{\varphi}$. The above series can therefore be arranged in such a way that the functions $\varphi_{\alpha q}$ are all real. This will always be implied in the following, unless otherwise stated.

It is clear from eq. (1.3.12) that, if $(g, R(\lambda) f)$ is expanded in a Laurent series in powers of $\lambda-\lambda_{\alpha}$, its principal part takes the form

$$
\begin{equation*}
\frac{1}{\lambda-\lambda_{\alpha}} \int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right) f(\boldsymbol{z}) d \boldsymbol{z} . \tag{1.3.55}
\end{equation*}
$$

Hence, equating the most singular terms in the expansions of $(d / d \lambda)(g, R(\lambda) f)$ and $(g, R(\lambda) R(\lambda) f)$ yields

$$
\begin{gather*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right) f(\boldsymbol{z}) d \boldsymbol{z}  \tag{1.3.56}\\
=-\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int P\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right) d \boldsymbol{y} \int P\left(\boldsymbol{y}, \boldsymbol{z} ; \lambda_{\alpha}\right) f(\boldsymbol{z}) d \boldsymbol{z} .
\end{gather*}
$$

In view of the arbitrariness of $f$ and $g$ in $\mathfrak{Q}^{2}$, this shows that $-P$ represents a projection. As a result the eigenvalues all satisfy $\mu_{\alpha q}=-1$, the number of independent eigenfunctions is finite by eq. (1.3.54), and eq. (1.3.53) holds for almost every $\boldsymbol{x}$ and $\boldsymbol{z}$.

To get more insight into the properties of the eigenfunctions $\varphi$, we consider once more the resolvent equation (1.2.14),

$$
\begin{equation*}
R(\lambda) f=R_{0}(\lambda) f-R_{0}(\lambda) V R(\lambda) f \tag{1.3.57}
\end{equation*}
$$

Substituting the Green function on both sides, developing in a Laurent series in powers of $\lambda-\lambda_{\alpha}$, and equating principal parts yields

$$
\begin{equation*}
\int P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right) f(\boldsymbol{z}) d \boldsymbol{z}=-\int G_{0}\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right) V(\boldsymbol{y}) d \boldsymbol{y} \int^{\dot{p}} P\left(\boldsymbol{y}, \boldsymbol{z} ; \lambda_{\alpha}\right) f(\boldsymbol{z}) d \boldsymbol{z} \tag{1.3.58}
\end{equation*}
$$

Taking in particular $f=\varphi_{\alpha q}$ gives

$$
\begin{equation*}
\varphi_{\alpha q}(\boldsymbol{x})=-\int G_{0}\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right) V(\boldsymbol{y}) \varphi_{\alpha q}(\boldsymbol{y}) d \boldsymbol{y} \tag{1.3.59}
\end{equation*}
$$

We now want to show that $V \varphi_{\alpha q}$ belongs to $\mathfrak{Z}^{2}$. To do this, we recall first of all that, since $D\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right)$ belongs to $\boldsymbol{Q}^{2}$, it is a square-integrable function of $\boldsymbol{y}$ for almost every $\boldsymbol{x}$, by Fubini's theorem. Further, $V R_{0}\left(\lambda_{\alpha}\right)$ is a bounded operator. Denoting its bound by $\left\|V R_{0}\left(\lambda_{\alpha}\right)\right\|$, we deduce from eq. (1.3.51) that

$$
\begin{gather*}
\int\left[V(\boldsymbol{z}) P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)\right]^{2} d \boldsymbol{z} \leq \text { const. \|VR } R_{0}\left(\lambda_{\alpha}\right) \|^{2} \int\left|D\left(\boldsymbol{x}, \boldsymbol{y} ; \lambda_{\alpha}\right)\right|^{2} d \boldsymbol{y},  \tag{1.3.60}\\
\iint\left[V(\boldsymbol{z}) P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)\right]^{2} d \boldsymbol{z} d \boldsymbol{x} \leq \text { const. \|VR }  \tag{1.3.61}\\
0\left(\lambda_{\alpha}\right) \|^{2}\left|D\left(\lambda_{\alpha}\right)\right|^{2} .
\end{gather*}
$$

From this it follows with Schwarz's inequality that

$$
\left.\begin{array}{c}
\int\left|V(\boldsymbol{z}) \varphi_{\alpha q}(\boldsymbol{z})\right|^{2} d \boldsymbol{z}=\int\left|V(\boldsymbol{z}) \int P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right) \varphi_{\alpha q}(\boldsymbol{x}) d \boldsymbol{x}\right|^{2} d \boldsymbol{z}  \tag{1.3.62}\\
\leq \iint\left[V(\boldsymbol{z}) P\left(\boldsymbol{x}, \boldsymbol{z} ; \lambda_{\alpha}\right)\right]^{2} d \boldsymbol{z} d \boldsymbol{x} \int\left|\varphi_{\alpha q}(\boldsymbol{y})\right|^{2} d \boldsymbol{y}<\infty
\end{array}\right\}
$$

which is what we wanted to show.
It is now permitted to apply the operator $H_{0}-\lambda_{\alpha}$ to both sides of eq. (1.3.59). This yields

$$
\left.\begin{array}{l}
\left(H_{0}-\lambda_{\alpha}\right) \varphi_{\alpha q}(\boldsymbol{x})=-V(\boldsymbol{x}) \varphi_{\alpha q}(\boldsymbol{x})  \tag{1.3.63}\\
\left(H-\lambda_{\alpha}\right) \varphi_{\alpha q}(\boldsymbol{x})=0
\end{array}\right\}
$$

In other words, $\varphi$ satisfies the Schrödinger equation. Since it belongs to $\mathfrak{R}^{2}$, it is the eigenfunction for a bound state, with energy $\lambda_{\alpha}$.

Since in the region with $\operatorname{Im} \sqrt{\lambda} \geq \varepsilon>0$ the number of poles of the resolvent is finite, the above argument can easily be extended to show that the Green function can be written in the form

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\sum_{\substack{\alpha=1 \\ \operatorname{Im} V \bar{\lambda}_{\alpha} \geq \varepsilon}}^{N(\varepsilon)} \sum_{q_{\alpha}=1}^{Q_{\alpha}} \frac{\varphi_{\alpha q_{\alpha}}(\boldsymbol{x}) \bar{\varphi}_{\alpha q_{\alpha}}(\boldsymbol{y})}{\lambda_{\alpha}-\lambda}+G_{B}(\boldsymbol{x}, \boldsymbol{y} ; \lambda ; \varepsilon), \tag{1.3.64}
\end{equation*}
$$

where $G_{B}$ is determined by the requirement that for $\operatorname{Im} \sqrt{\lambda} \geq \varepsilon>0$ it be the kernel of a bounded operator. In eq. (1.3.64) $Q_{\alpha}$ and $N(\varepsilon)$ are certain finite integers. This equation is the analogue of the well-known heuristic expansion in terms of a complete orthonormal set $\psi_{q}(q=1,2, \ldots)$,

$$
\begin{equation*}
G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\sum_{q=1}^{\infty} \frac{\psi_{q}(\boldsymbol{x}) \bar{\psi}_{q}(\boldsymbol{y})}{\lambda_{q}-\lambda}, \tag{1.3.65}
\end{equation*}
$$

which in general can be justified only when the spectrum is purely discrete.

The formalism developed so far does not tell anything about the behaviour of the resolvent in the neighbourhood of the positive real axis. When we pass on to the theory of scattering in a forthcoming paper, we shall see that there is a continuous spectrum from 0 to $\infty$. It will be discussed how this is related to scattering crosssections. As regards the interval on the negative real axis where $0 \leq \operatorname{Im} \sqrt{\lambda}<\varepsilon$, we should like to know if the number of poles on this is finite or infinite. It is obvious that in the latter case the origin would be the only point of accumulation. It was shown by Bargmann (16) that, in the case of two particles with a spherically symmetric interaction satisfying

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{|V(|\boldsymbol{x}|)|}{|\boldsymbol{x}|} d^{3} \boldsymbol{x}<\infty, \tag{1.3.66}
\end{equation*}
$$

the number of poles is finite. However, Bargmann's method is restricted to separable Hamiltonians, as it is based on the theory of ordinary differential equations. We have not succeeded in recasting his ideas so as to make them applicable to larger numbers of particles. It is for this reason that the behaviour of the resolvent in the neighbourhood of the origin is left out of consideration in the present paper.

### 1.4. Spectral theory

### 1.4.1. The integral representation of the resolvent

Before we can pass on to systems of three or more particles, we must give a short summary of some elements of the spectral theory of self-adjoined operators. Most of the material of the present section can be obtained from Achieser and Glasmann (2) or other books on Hilbert space. However, with a view to future applications, we have preferred not to stress the well-known Stieltjes-integral approach to the resolution of the identity. Instead of this a formalism is given mainly in terms of limits of Riemann integrals of resolvents off the real axis. In future sections this will be found to be very useful, as it bridges the gap between the resolvent off the real axis, which is a fairly manageable quantity, and the spectral properties of the Hamiltonian, which have to do with the much more tricky properties of the resolvent in the neighbourhood of the real axis. Our final formulas are essentially the ones given by Titchmarsh(8) ch. XII, and the present paper owes very much to his book.

Let us start by considering $(f, R(\lambda) f)$ as a function of $\lambda$, for fixed $f$ in $\mathfrak{R}^{2}$. It was discussed in section 1.3 .3 that this function is regular off the real axis. It follows from eqs. (1.2.11) and (1.2.12) that

$$
\begin{equation*}
\frac{1}{\operatorname{Im} \lambda} \operatorname{Im}(f, R(\lambda) f)=\frac{1}{\lambda-\bar{\lambda}}(f,[R(\lambda)-R(\bar{\lambda})] f)=(f, R(\bar{\lambda}) R(\lambda) f) \geq 0, \tag{1.4.1}
\end{equation*}
$$

so that in the upper half-plane the function $(f, R(\lambda) f)$ has a non-negative imaginary part. Furthermore, it satisfies

$$
\begin{equation*}
|(f, R(\lambda) f)| \leq \frac{1}{|\operatorname{Im} \lambda|}\|f\|^{2} \tag{1.4.2}
\end{equation*}
$$

by eq. (1.3.29). From all this it follows that there exists a non-decreasing function of bounded variation $E(l ; f, f)$ such that (Achieser and Glasmann(2) section 59)

$$
\begin{gather*}
(f, R(\lambda) f)=\int_{-\infty}^{\infty} \frac{d E(l ; f, f)}{l-\lambda}(\operatorname{Im} \lambda>0)  \tag{1.4.3}\\
\frac{1}{2} E(l-0 ; f, f)+\frac{1}{2} E(l+0 ; f, f)=\mathrm{const} .+\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{0}^{l}(f,[R(m+i \varepsilon)-R(m-i \varepsilon)] f) d m . \tag{1.4.4}
\end{gather*}
$$

If, in addition to satisfying eq. (1.4.4), $E(l ; f, f)$ is chosen in such a way that

$$
\begin{align*}
& E(-\infty ; f, f) \equiv \lim _{l \rightarrow-\infty} E(l ; f, f)=0,  \tag{1.4.5}\\
& E(l-0 ; f, f)=E(l ; f, f),
\end{align*}
$$

it is uniquely determined.
If we want to consider a general expression of the form $(g, R(\lambda) f)$, it is useful to split this into four terms according to

$$
\left.\begin{array}{c}
4(g, R(\lambda) f)=(g+f, R(\lambda)[g+f])-(g-f, R(\lambda)[g-f])  \tag{1.4.6}\\
-i(g+i f, R(\lambda)[g+i f])+i(g-i f, R(\lambda)[g-i f])
\end{array}\right\}
$$

Here each term allows an integral representation of the form (1.4.3), and so the same holds true for the sum. In other words, there is a relation

$$
\begin{equation*}
(g, R(\lambda) f)=\int_{-\infty}^{\infty} \frac{d E(l ; g, f)}{l-\lambda} \quad(\operatorname{Im} \lambda>0), \tag{1.4.7}
\end{equation*}
$$

$E(l ; g, f)$ satisfying equations of the forms (1.4.4) and (1.4.5). The function $E(l ; g, f)$ is no longer non-decreasing, but since it is a linear combination of non-decreasing functions, it is still of bounded variation.

It follows from eq. (1.4.3) that

$$
\left.\begin{array}{c}
\frac{1}{2 \pi i} \int_{-\infty}^{\infty}(f,[R(m+i \varepsilon)-R(m-i \varepsilon)] f) d m=\frac{1}{\pi} \int_{-\infty}^{\infty} d m \int_{-\infty}^{\infty} \frac{\varepsilon}{(m-l)^{2}+\varepsilon^{2}} d E(l ; f, f)  \tag{1.4.8}\\
=\frac{1}{\pi} \int_{-\infty}^{\infty} d E(l ; f, f) \int_{-\infty}^{\infty} \frac{\varepsilon}{(m-l)^{2}+\varepsilon^{2}} d m=E(\infty ; f, f),
\end{array}\right\}
$$

where the inversion of the integrations is justified by Fubini's theorem for Stieltjes integrals (Saks (17) ch. III, section 8; also Widder (18) ch. I, section 15). If the way
is remembered in which $(g, R(\lambda) f)$ was written as a sum of four terms, eq. (1.4.6), a similar relation is obtained for $E(\infty ; g, f)$. Moreover,

$$
\begin{gather*}
\frac{2}{\pi} \int_{-\infty}^{\infty}|(g,[R(m+i \varepsilon)-R(m-i \varepsilon)] f)| d m \\
\leq E(\infty ; g+f, g+f)+E(\infty ; g-f, g-f)+E(\infty ; g+i f, g+i f)+E(\infty ; g-i f, g-i f), \tag{1.4.9}
\end{gather*}
$$

uniformly in $\varepsilon$. From this it is obvious that as a function of $l$ the integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{0}^{l}(g,[R(m+i \varepsilon)-R(m-i \varepsilon)] f) d m \tag{1.4.10}
\end{equation*}
$$

is of bounded variation uniformly with respect to $\varepsilon$. As $\varepsilon$ tends to 0 , this integral tends to const. $+[E(l-0 ; g, f)+E(l+0 ; g, f)] / 2$ (cf. eq. (1.4.4)). Also, $(l-\lambda)^{-1}$ is a continuous function of $l$. Hence, according to the Helly-Bray theorem on limits of Stieltjes integrals (Widder (18) ch. I, theorem 16.4), we have
$(g, R(\lambda) f)=\lim _{\substack{L \rightarrow-\infty \\ T \rightarrow \infty}} \int_{L}^{T} \frac{d E(l ; g, f)}{l-\lambda}=\lim _{\substack{L \rightarrow-\infty \\ T \rightarrow \infty}} \lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{L}^{T}(g,[R(l+i \varepsilon)-R(l-i \varepsilon)] f) \frac{d l}{l-\lambda}$.
In this formula it is in general necessary to perform the limit with respect to $\varepsilon$ first, while the integration interval ( $L, T$ ) is still finite, because the validity of the HellyBray theorem is restricted to finite intervals.

### 1.4.2. Spectral resolutions

To get more insight into the quantity $E(\infty ; g, f)$, we now consider the relation

$$
\begin{equation*}
\lambda(g, R(\lambda) f)=-(g, f)+(g, H R(\lambda) f) \tag{1.4.12}
\end{equation*}
$$

With Minkowski's inequality, this yields a bound for the operator $H R(\lambda)$ according to

$$
\begin{equation*}
\|H R(\lambda) f\| \leq\|f\|+|\lambda|\|R(\lambda) f\| \leq\left[1+\frac{|\lambda|}{|\operatorname{Im} \lambda|}\right]\|f\| \tag{1.4.13}
\end{equation*}
$$

Now, if $g$ belongs to $\mathfrak{D}(H)$, we clearly have

$$
\begin{equation*}
\lim _{v \rightarrow \infty}(g, H R(i v) f)=0 \tag{1.4.14}
\end{equation*}
$$

But in view of eq. (1.4.13), this must also hold true for any arbitrary $g$ in $\Omega^{2}$. For if we have any $g$ in $\mathfrak{R}^{2}$, we can always choose a sequence $g_{N}$ in $\mathscr{D}(H)$ which tends to $g$ in mean square. In terms of this we get
$\left.\begin{array}{c}|(g, H R(i v) f)|=\left|\left(g-g_{N}, H R(i v) f\right)+\left(g_{N}, H R(i v) f\right)\right| \\ \leq\left\|g-g_{N}\right\|\|H R(i v) f\|+\left|\left(g_{N}, H R(i v) f\right)\right| \leq 2\left\|g-g_{N}\right\|\|f\|+\left\|H g_{N}\right\|\|R(i v) f\|,\end{array}\right\}($
and this can be made arbitrarily small by choosing first $N$, next $v$ sufficiently large.
With eq. (1.4.12) it now follows that

$$
\begin{equation*}
\lim _{v \rightarrow \infty} i v(g, R(i v) f)=-(g, f) . \tag{1.4.16}
\end{equation*}
$$

Combining this with eq. (1.4.7) yields

$$
\begin{equation*}
(g, f)=-\lim _{v \rightarrow \infty} i v \int_{-\infty}^{\infty} \frac{d E(l ; g, f)}{l-i v}=\int_{-\infty}^{\infty} d E(l ; g, f)=E(\infty ; g, f), \tag{1.4.17}
\end{equation*}
$$

where use is made of the normalization $E(-\infty ; g, f)=0$ (cf. eq. (1.4.5)). By eq. (1.4.4), an alternative way of writing this is

$$
\begin{equation*}
(g, f)=\lim _{\substack{L \rightarrow-\infty \\ T \rightarrow \infty}} \lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{L}^{T}(g,[R(l+i \varepsilon)-R(l-i \varepsilon)] f) d l \tag{1.4.18}
\end{equation*}
$$

In this form the expression is a generalization of the well-known expansion of $(g, f)$ in terms of a complete orthonormal set of functions in $\mathbb{\Omega}^{2}$. For let us consider the simple case that the spectrum is discrete, and such that the resolvent can be represented by a Green function of the form (1.3.65). Under these circumstances we have

$$
\left.\begin{array}{c}
(g,[R(l+i \varepsilon)-R(l-i \varepsilon)] f)=\sum_{q=1}^{\infty} \bar{g}_{q} f_{q} \frac{2 i \varepsilon}{\left(\lambda_{q}-l\right)^{2}+\varepsilon^{2}},  \tag{1.4.19}\\
f_{q}=\int \bar{\psi}_{q}(\boldsymbol{y}) f(\boldsymbol{y}) d \boldsymbol{y}
\end{array}\right\}
$$

so that the expansion (1.4.18) takes the well-known form

$$
\begin{equation*}
(g, f)=\sum_{q=1}^{\infty} \bar{g}_{q} f_{q} . \tag{1.4.20}
\end{equation*}
$$

We note here without proof that the function $E(l ; g, f)$ satisfies an equation of the form

$$
\begin{equation*}
E(l ; g, f)=(g, E(l) f) \tag{1.4.21}
\end{equation*}
$$

where $E(l)$ is a projection operator with the properties (Achieser and Glasmann (2) section 65)

$$
\begin{align*}
E(l) E(m) & =E(\min (l, m)) \\
E(-\infty) & =0, \quad E(\infty)=1  \tag{1.4.22}\\
E(l-0) & =E(l)
\end{align*}
$$

The operator $E(l)$ is called the resolution of the identity. Some authors normalize $E(l)$ in such a way that $E(l+0)=E(l)$ (see Stone (4) definition 5.1$)$. This will give no confusion in the following. If there is a discrete spectrum with a Green function of the form (1.3.65), we have in any case

$$
\left.\begin{array}{l}
\left(g,\left[E\left(\lambda_{p}+0\right)-E\left(\lambda_{p}-0\right)\right] f\right)=\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi} \int_{\lambda_{p}-\delta}^{\lambda_{p}+\delta}\left[\sum_{q=1}^{\infty} \bar{g}_{q} f_{q} \frac{\varepsilon}{\left(\lambda_{q}-l\right)^{2}+\varepsilon^{2}}\right] d l \\
=\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi} \sum_{q=1}^{\infty} \bar{g}_{q} f_{q}\left[\operatorname{arctg} \frac{\lambda_{p}-\lambda_{q}+\delta}{\varepsilon}-\operatorname{arctg} \frac{\lambda_{p}-\lambda_{q}-\delta}{\varepsilon}\right]=\sum_{\substack{q \\
\lambda_{q}=\lambda_{p}}} \bar{g}_{q} f_{q}, \tag{1.4.23}
\end{array}\right\}
$$

so that $E\left(\lambda_{p}+0\right)-E\left(\lambda_{p}-0\right)$ is the projection on the subspace of $\mathfrak{\Omega}^{2}$ spanned by the functions $\psi_{q}$ with $\lambda_{q}=\lambda_{p}$. It will be observed that in the above argument the limits with respect to $\varepsilon$ and $\delta$ cannot be interchanged.

It is plausible after the foregoing that

$$
\begin{equation*}
(g, H f)=\int_{-\infty}^{\infty} l d E(l ; g, f), \tag{1.4.24}
\end{equation*}
$$

provided $f$ belongs to $\mathfrak{D}(H)$, a condition which is expressed by

$$
\begin{equation*}
\int_{-\infty}^{\infty} l^{2} d E(l ; f, f)<\infty \tag{1.4.25}
\end{equation*}
$$

Equation (1.4.24) is discussed in great detail by Achieser and Glasmann (2), section 66 . It is another illustration of the fact that, roughly speaking, $E(l+\Delta l)-E(l)$ selects that part of $f$ for which the expectation value of the energy is between $l$ and $l+\Delta l$.

General functions of $H$ are defined by (ref.(2) section 74)
provided $f$ is such that

$$
\begin{equation*}
(g, F(H) f)=\int_{-\infty}^{\infty} F(l) d E(l ; g, f) \tag{1.4.26}
\end{equation*}
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty}|F(l)|^{2} d E(l ; f, f)<\infty . \tag{1.4.27}
\end{equation*}
$$

The expansion of the resolvent, eq. (1.4.7), is a special example of eq. (1.4.26). Also,
$\left(g, e^{i H t} f\right)=\int_{-\infty}^{\infty} e^{i l t} d E(l ; g, f)=\lim _{\substack{L \rightarrow-\infty \\ T \rightarrow \infty}} \lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi} \int_{d_{L}}^{T} e^{i l t}(g,[R(l+i \varepsilon)-R(l-i \varepsilon)] f) d l$,
where the transition from the second to the third member is made with the HellyBray theorem, as in the proof of eq. (1.4.11).

If the resolvent can be represented with the help of a Green function with the symmetry property (1.3.17), it is useful to introduce

$$
\begin{equation*}
\operatorname{Im} G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\frac{1}{2 i}[G(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-G(\boldsymbol{x}, \boldsymbol{y} ; \bar{\lambda})] \tag{1.4.29}
\end{equation*}
$$

Then for any bounded and continuous function $F$ the expansion formula may be written in the form

$$
\begin{equation*}
(g, F(H) f)=\lim _{\substack{L \rightarrow-\infty \\ T \rightarrow \infty}} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi} \int_{L}^{T} F(l) d l \int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \oint[\operatorname{Im} G(\boldsymbol{x}, \boldsymbol{y} ; l+i \varepsilon)] f(\boldsymbol{y}) d \boldsymbol{y} \tag{1.4.30}
\end{equation*}
$$

### 1.4.3. An upper bound for the resolvent

If the resolvent is regular in a region which includes an interval $L_{1} \leq l \leq L_{2}$ on the real axis, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{L_{1}}^{L_{2}}(g,[R(l+i \varepsilon)-R(l-i \varepsilon)] f) d l=0 \tag{1.4.31}
\end{equation*}
$$

In other words, the integral in the expansion formula receives contributions only from the part of the real axis where the resolvent is singular, that is from the spectrum of $H$. In particular, if the spectrum is bounded below, i.e. if there exists a finite $L$ such that the resolvent is regular in the half-plane $\operatorname{Re} \lambda \leq L$, there is no contribution from $l$-values with $l \leq L$. Hence, in this case the limit with respect to $L$ may be omitted from equations such as eq. (1.4.11), provided $L$ is chosen sufficiently small.

If the lower bound of the spectrum is denoted by $\Lambda$, it follows from eq. (1.4.4) that $E(l ; f, f)=$ const. in the interval $-\infty<l<\Lambda$. Together with eq. (1.4.5) this yields that, in fact, $E(l ; f, f)=0$ if $-\infty<l \leq \Lambda$. Hence, the integral representation of the resolvent may be written in the form

$$
\begin{equation*}
(f, R(\lambda) f)=\int_{\Lambda}^{\infty} \frac{d E(l ; f, f)}{l-\lambda} \tag{1.4.32}
\end{equation*}
$$

Equation (1.4.1) now gives

$$
\begin{equation*}
(R(\lambda) f, R(\lambda) f)=\int_{\Lambda}^{\infty} \frac{d E(m ; f, f)}{(m-\lambda)(m-\bar{\lambda})} . \tag{1.4.33}
\end{equation*}
$$

If in this expression we write $\lambda=\Lambda+l e^{i \varphi}$, then for $\frac{\pi}{2} \leq \varphi \leq \frac{3}{2} \pi$ we get

$$
\left.\begin{array}{c}
\left\|R\left(\Lambda+l e^{i \varphi}\right) f\right\|^{2}=\int_{\Lambda}^{\infty}\left[(m-\Lambda)^{2}+l^{2}-2(m-\Lambda) \cos \varphi\right]^{-1} d E(m ; f, f) \\
\leq \frac{1}{l^{2}} \int_{\Lambda}^{\infty} d E(m ; f, f)=\frac{1}{l^{2}}\|f\|^{2} \leq \frac{1}{l^{2} \sin ^{4} \frac{1}{2} \varphi}\|f\|^{2} . \tag{1.4.34}
\end{array}\right\}
$$

It is already known from eq. (1.3.29) that

$$
\begin{equation*}
\left\|R\left(\Lambda+l e^{i \varphi}\right)\right\| \leq \frac{1}{|l \sin \varphi|} \tag{1.4.35}
\end{equation*}
$$

Combining these two inequalities shows that, whenever $0<\varphi<2 \pi$,

$$
\begin{equation*}
\|R(\lambda)\| \leq \frac{1}{[\operatorname{Im} V(\lambda-\Lambda)]^{2}} . \tag{1.4.36}
\end{equation*}
$$

This is a generalization of eq. (1.3.31) for the norm of $R_{0}(\lambda)$.

### 1.5. A separable three-body problem

### 1.5.1. The resolvent

We are now able to tackle the simple three-body problem in which there is an interaction $V_{12}$ between particles 1 and 2, but no interaction between particle 3 and particles 1 and 2. By eq. (1.2.4), the differential operator for the relative motion is in this case

$$
\left.\begin{array}{c}
H^{\prime}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=H_{12}^{\prime}\left(\boldsymbol{x}_{1}\right)+H_{0}^{\prime}\left(\boldsymbol{x}_{2}\right),  \tag{1.5.1}\\
H_{12}^{\prime}\left(\boldsymbol{x}_{1}\right)=-\Delta\left(\boldsymbol{x}_{1}\right)+V_{12}\left(\boldsymbol{x}_{1}\right), \quad H_{0}^{\prime}\left(\boldsymbol{x}_{2}\right)=-\Delta\left(\boldsymbol{x}_{2}\right),
\end{array}\right\}
$$

the Hamiltonian being the self-adjoint extension of $H^{\prime}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$.
The important point about eq. (1.5.1) is that $H^{\prime}$ separates into two differential operators which act in different Hilbert spaces. It is therefore useful to consider the spaces $\mathfrak{\Omega}^{2}\left(\boldsymbol{x}_{1}\right)$, $\Omega^{2}\left(\boldsymbol{x}_{2}\right)$, and $\mathfrak{\Omega}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$. The extension of $H_{12}^{\prime}\left(\boldsymbol{x}_{1}\right)$ in $\Omega^{2}\left(\boldsymbol{x}_{1}\right)$ is denoted by $H_{12}\left(\boldsymbol{x}_{1}\right)$, the corresponding resolvent by $R_{12}\left(\boldsymbol{x}_{1} ; \lambda\right)$. Likewise, the extension of $H_{0}^{\prime}\left(\boldsymbol{x}_{2}\right)$ in $\Omega^{2}\left(\boldsymbol{x}_{2}\right)$ is denoted by $H_{0}\left(\boldsymbol{x}_{2}\right)$, the resolvent by $R_{0}\left(\boldsymbol{x}_{2} ; \lambda\right)$.

In an obvious way the Hamiltonians $H_{12}\left(\boldsymbol{x}_{1}\right)$ and $H_{0}\left(\boldsymbol{x}_{2}\right)$ can be considered as operators not only in $\Omega^{2}\left(\boldsymbol{x}_{1}\right)$ and $\mathfrak{Z}^{2}\left(\boldsymbol{x}_{2}\right)$, respectively, but also in $\Omega^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$. In this sense, we have

$$
\begin{equation*}
H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=H_{12}\left(\boldsymbol{x}_{1}\right)+H_{0}\left(\boldsymbol{x}_{2}\right) . \tag{1.5.2}
\end{equation*}
$$

Likewise, the resolvents can be considered as operators in $\mathfrak{\Omega}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$, with the same bounds as in $\Omega^{2}\left(\boldsymbol{x}_{1}\right)$ and $\Omega^{2}\left(\boldsymbol{x}_{2}\right)$, respectively. In the space $\mathfrak{\Sigma}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ we write
$\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R_{12}\left(\boldsymbol{x}_{1} ; \lambda\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)=\int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int G_{12}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \lambda\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{y}_{1}$,
and similarly for $R_{0}\left(\boldsymbol{x}_{2} ; \lambda\right)$.
Now, if $\varphi_{12}\left(\boldsymbol{x}_{1}\right)$ is an eigenfunction of $H_{12}\left(\boldsymbol{x}_{1}\right)$, and $\varphi_{0}\left(\boldsymbol{x}_{2}\right)$ an eigenfunction of $H_{0}\left(\boldsymbol{x}_{2}\right)$, the product $\varphi_{12}\left(\boldsymbol{x}_{1}\right) \varphi_{0}\left(\boldsymbol{x}_{2}\right)$ is an eigenfunction of $H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$. And if the spectra of $H_{12}\left(\boldsymbol{x}_{1}\right)$ and $H_{0}\left(\boldsymbol{x}_{2}\right)$ were discrete, all the eigenfunctions of $H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ could be obtained in this way. In view of the relation between resolvents, Green functions, and complete orthonormal sets of eigenfunctions brought out by the spectral theory, this suggests that, if the resolvents $R_{12}\left(\boldsymbol{x}_{1} ; \lambda\right)$ and $R_{0}\left(\boldsymbol{x}_{2} ; \lambda\right)$ are known, the resolvent $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ can be constructed therefrom. It is the purpose of the present section to prove that this is indeed the case. As a matter of fact, it is shown that

$$
\left.\begin{array}{c}
\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)  \tag{1.5.4}\\
=\frac{1}{2 \pi i} \int_{C}\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right) d \sigma
\end{array}\right\}
$$

where $C$ is a suitable contour in the $\sigma$-plane such that the singularities of $R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right)$ are on the right of $C$, and those of $R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right)$ on the left of $C$.

To be explicit, let us choose

$$
\begin{equation*}
\lambda=l+i v(v>0), \quad \sigma=s+\frac{1}{2} i v(-\infty<s<\infty) . \tag{1.5.5}
\end{equation*}
$$

Then, denoting the right-hand side of eq. (1.5.4) by $I$, we have

$$
\begin{align*}
I \leq & \frac{1}{2 \pi}\left[\int_{-\infty}^{\infty}\left\|R_{0}\left(\boldsymbol{x}_{2} ; l-s-\frac{1}{2} i v\right) g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right\|^{2} d s\right]^{\frac{1}{2}}  \tag{1.5.6}\\
& \times\left[\int_{-\infty}^{\infty}\left\|R_{12}\left(\boldsymbol{x}_{1} ; s+\frac{1}{2} i v\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right\|^{2} d s\right]^{\frac{1}{2}} .
\end{align*}
$$

Our first step is now to establish that $I /(\|f\|\|g\|)$ is bounded uniformly in $\lambda$ in the half-plane $\operatorname{Im} \lambda \geq \varepsilon>0$. To do this, we note that since $f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ belongs to $\Omega^{2}\left(\boldsymbol{x}_{1}\right)$ for almost every $\boldsymbol{x}_{2}$, by Fubini's theorem, the spectral theory of section 1.4 can be applied to $R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right)$ by keeping $\boldsymbol{x}_{2}$ fixed at first, and integrating over $\boldsymbol{x}_{2}$ as a last step. In this way, eqs. (1.4.1) and (1.4.7) give

$$
\begin{gather*}
I_{12} \equiv \int_{-\infty}^{\infty}\left\|R_{12}\left(\boldsymbol{x}_{1} ; s+\frac{1}{2} i v\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right\|^{2} d s \\
=\int_{-\infty}^{\infty} d s \int d \boldsymbol{x}_{2} \int \frac{d_{m} E\left(\boldsymbol{x}_{1} ; m ; f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)}{(m-s)^{2}+\frac{1}{4} v^{2}} \tag{1.5.7}
\end{gather*}
$$

where the argument $\boldsymbol{x}_{1}$ of $E$ denotes that the spectral theorem has been applied in the space $\mathfrak{L}^{2}\left(\boldsymbol{x}_{1}\right)$. The integration with respect to $s$ may now be performed first, and a bound for $I_{12}$ is obtained of the form
$I_{12} \leq \frac{2 \pi}{v} \int d \boldsymbol{x}_{2} E\left(\boldsymbol{x}_{1} ; \infty ; f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)=\frac{2 \pi}{v} \int d \boldsymbol{x}_{2} \int\left|f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right|^{2} d \boldsymbol{x}_{1}=\frac{2 \pi}{v}\|f\|^{2}$.
As a similar argument applies to $R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right)$, it follows that $I /(\|f\|\|g\|)$ is bounded if $v \geq \varepsilon>0$, as we wished to show. The useful consequence of this result is that it is sufficient to check the desired relation (1.5.4) for functions $f$ and $g$ in $\mathfrak{D}\left(H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)$ only. The final result for all $f$ and $g$ in $\Omega^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ follows with a limiting procedure such as used to get eq. (1.4.16).

Let us choose, then, functions $f$ and $g$ in $\mathfrak{D}\left(H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)$. These belong also to $\mathfrak{D}\left(H_{12}\left(\boldsymbol{x}_{1}\right)\right)$ and $\mathfrak{D}\left(H_{0}\left(\boldsymbol{x}_{2}\right)\right)$. Let us further apply the operator

$$
\begin{equation*}
1=R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)\left[H_{12}\left(\boldsymbol{x}_{1}\right)+H_{0}\left(\boldsymbol{x}_{2}\right)-\lambda\right] \tag{1.5.9}
\end{equation*}
$$

to

$$
\begin{equation*}
R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) . \tag{1.5.10}
\end{equation*}
$$

This yields

$$
\begin{equation*}
R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right)=R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)\left[R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right)+R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right)\right] . \tag{1.5.11}
\end{equation*}
$$

By eq. (1.4.12) we have

$$
\left.\begin{array}{c}
\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)  \tag{1.5.12}\\
=-\frac{1}{\sigma}\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)+\frac{1}{\sigma}\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) H_{12}\left(\boldsymbol{x}_{1}\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right) .
\end{array}\right\}
$$

Since $H_{12}\left(\boldsymbol{x}_{1}\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ belongs to $\mathfrak{Z}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ by assumption, we may apply the spectral formula for the resolvent to the second term on the right-hand side of eq. (1.5.12). With this it follows that

$$
\left.\begin{array}{c}
\int_{-\infty}^{\infty} \frac{d s}{s+\frac{1}{2} i v}\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R_{12}\left(\boldsymbol{x}_{1} ; s+\frac{1}{2} i v\right) H_{12}\left(\boldsymbol{x}_{1}\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)  \tag{1.5.13}\\
=\int_{-\infty}^{\infty} \frac{d s}{s+\frac{1}{2} i v} \int^{\infty} d \boldsymbol{x}_{2} \int_{m-s-\frac{1}{2} i v} d_{m} E\left(\boldsymbol{x}_{1} ; m ; g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), H_{12}\left(\boldsymbol{x}_{1}\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)=0 .
\end{array}\right\}
$$

Hence it is only the first term on the right-hand side of eq. (1.5.12) which gives a non-vanishing contribution to the convolution integral $I$ we want to evaluate. A similar argument applies to the contributions from $R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right)$. With eq. (1.5.11), $I$ therefore takes the form

$$
\left.\begin{array}{c}
I=-\frac{1}{2 \pi i} \int_{-\infty}^{\infty}\left(\frac{1}{l-s+\frac{1}{2} i v}+\frac{1}{s+\frac{1}{2} i v}\right)\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; l+i v\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right) d s  \tag{1.5.14}\\
=\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)
\end{array}\right\}
$$

which establishes eq. (1.5.4) for $\operatorname{Im} \lambda>0$. It can likewise be established for $\operatorname{Im} \lambda<0$.
In the case at hand, in which the spectra involved are bounded below, the contour in eq. (1.5.4) may be deformed in various ways. If, for instance, $\lambda=l+i v(\nu>0)$ and

$$
\begin{equation*}
\sigma=\lambda+T e^{i \varphi} \quad(0 \leq \varphi<\pi), \tag{1.5.15}
\end{equation*}
$$

it follows from what we know about the bounds for $R_{12}$ and $R_{0}$ that the integrand in eq. (1.5.4) does not exceed

$$
\begin{equation*}
\|g\|\|f\| \frac{1}{[\operatorname{Im} V(\lambda-\sigma)]^{2}} \frac{1}{\operatorname{Im} \sigma}=\|g\|\|f\| \frac{1}{T \cos ^{2} \frac{1}{2} \varphi} \frac{1}{v+T \sin \varphi} \tag{1.5.16}
\end{equation*}
$$

Hence, if we integrate from $\varphi=0$ to $\varphi=\varphi_{0}<\pi$ along the circumference of the circle with centre $\lambda$ and radius $T$, the integral so obtained tends to 0 as $T$ tends to $\infty$. Likewise, denoting the lower bound of the spectrum of $H_{12}\left(\boldsymbol{x}_{1}\right)$ by $\Lambda_{12}$, we see that if

$$
\begin{equation*}
\sigma=\Lambda_{12}-T+i \tau \quad(\nu<v+\varepsilon \leq \tau \leq T) \tag{1.5.17}
\end{equation*}
$$

the integrand does not exceed

$$
\begin{equation*}
\|g\|\|f\| \frac{1}{|\operatorname{Im}(\lambda-\sigma)|} \frac{1}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{2}} \leq\|g\|\|f\| \frac{1}{\tau-v} \frac{1}{T} . \tag{1.5.18}
\end{equation*}
$$

Hence the integral along the straight line from $\Lambda_{12}-T+i v+i \varepsilon$ to $\Lambda_{12}-T+i T$ also tends to 0 as $T$ tends to $\infty$. With arguments of this sort it is easily shown that as our contour we may in fact take any path which does not cross the cuts in the $\sigma$-plane caused by the singularities of $R_{12}(\sigma)$ and $R_{0}(\lambda-\sigma)$.

If $\lambda$ is in the half-plane $\operatorname{Re} \lambda \leq \Lambda_{12}-\varepsilon<\Lambda_{12}$, it is convenient to choose the contour parallel to the imaginary axis. It is easily seen that the integral so obtained converges uniformly with respect to $\lambda$. Hence, since the integrand is a regular function of $\lambda$, so is the integral. If $\lambda$ is not real, the integral yields the resolvent, by our previous analysis. Its being regular therefore implies that the resolvent exists, and is regular, throughout the half-plane $\operatorname{Re} \lambda<\Lambda_{12}$. Combining this with previous results shows that the resolvent exists everywhere in the $\lambda$-plane cut from $\Lambda_{12}$ to $\infty$, and that it is a regular function which can be evaluated by means of a convolution integral according to eq. (1.5.4).

For future reference it is useful to write the right-hand side of eq. (1.5.4) out in the form

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} d \sigma \int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2}, \tag{1.5.19}
\end{equation*}
$$

and to compare this expression with

If $C$ is chosen in a suitable way, this integral is certainly convergent. Now in the original convolution expression, $\int_{C} d \sigma$ was meant to be a Riemann integral. However, if we are willing to interpret it as a Lebesgue integral, it becomes possible to invoke Fubini's theorem to invert the order of integration in the expression (1.5.19). Then we may write

$$
\begin{equation*}
R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=\frac{1}{2 \pi i} \int_{C} R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \sigma . \tag{1.5.21}
\end{equation*}
$$

In this sense there is a convolution integral not only for the inner product $(g, R(\hat{\lambda}) f)$, but also for the function $R(\lambda) f$.

### 1.5.2. The Green function

The object of the present section is to show that the resolvent $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ is an integral operator the kernel of which is a Green function of the form

$$
\begin{equation*}
G\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)=\frac{1}{2 \pi i} \int_{C} G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) G_{12}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \sigma \tag{1.5.22}
\end{equation*}
$$

The distinction between this and the results (1.5.4) and (1.5.21) concerning the resolvent is that in the latter expressions certain integrations with respect to the space coodinates are performed first, the integration with respect to $\sigma$ next, whereas in eq. (1.5.22) it is implied that the integration with respect to $\sigma$ must be performed first.

To prove eq. (1.5.22), we split $G_{12}$ according to eq. (1.3.27),

$$
\begin{equation*}
G_{12}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)=G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)-\int G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{z}_{1} ; \sigma\right) V_{12}\left(\boldsymbol{z}_{1}\right) G_{12}\left(\boldsymbol{z}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \boldsymbol{z}_{1} \tag{1.5.23}
\end{equation*}
$$

This corresponds to a splitting of $R$ of the form

$$
\begin{equation*}
R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)=R_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)-\left[R_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)-R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)\right] . \tag{1.5.24}
\end{equation*}
$$

Here it is known from eq. (1.2.17) that $R_{0}$ is an integral operator the kernel of which involves a Hankel function of order 2. In other words, there is a Green function

$$
\begin{equation*}
G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)=\frac{i \lambda}{16 \pi^{2}} \frac{1}{\left|\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right|^{2}+\left|\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right|^{2}} H_{2}^{(1)}\left(\sqrt{\lambda}\left[\left|\boldsymbol{x}_{1}-\boldsymbol{y}_{1}\right|^{2}+\left|\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right|^{2}\right]^{\frac{1}{2}}\right) . \tag{1.5.25}
\end{equation*}
$$

It is now shown first that this function is obtained when the first term in the righthand member of eq. (1.5.23) is folded according to eq. (1.5.22). More generally, it is shown that, when $\lambda$ is not on the positive real axis and $r_{1} \neq 0, r_{2} \neq 0$,

$$
\left.\begin{array}{l}
-\frac{1}{32 \pi i}\left(2 \pi r_{1}\right)^{-p}\left(2 \pi r_{2}\right)^{-q} \int_{C} \sigma^{\frac{1}{2} p}(\lambda-\sigma)^{\frac{1}{2} q} H_{p}^{(1)}\left(r_{1} V_{\bar{\sigma})}^{-} H_{q}^{(1)}\left(r_{2} /(\lambda-\sigma)\right) d \sigma\right. \\
=\frac{i}{4}\left[\frac{\sqrt{\bar{\lambda}}}{2 \pi\left(r_{1}^{2}+r_{2}^{2}\right)^{\frac{1}{2}}}\right]^{p+q+1} H_{p+q+1}^{(1)}\left(\left(r_{1}^{2}+r_{2}^{2}\right)^{\frac{1}{2}} V \bar{\lambda}\right) \quad\left(p, q=\frac{1}{2}, 1, \frac{3}{2}, \ldots\right) . \tag{1.5.26}
\end{array}\right\}
$$

Then it follows with eq. (1.2.17) that

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} G_{0}^{\left(n_{2}\right)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) G_{0}^{\left(n_{1}\right)}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \sigma=G_{0}^{\left(n_{1}+n_{\mathbf{2}}-1\right)}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right) \tag{1.5.27}
\end{equation*}
$$

In this relation the superscripts $n$ refer to the numbers of particles involved. To describe the relative motion of $n$ particles, $3 n-3$ coordinates are required. In particular, for three particles we need six coordinates. Three of these are used for the relative motion of particles 1 and 2 , the remaining three for the motion of 3 with respect to the centre
of mass of 1 and 2. Since formally the latter motion is also of the two-particle type, it is consistent that the three-particle function $G_{0}^{(3)}$ is obtained from a convolution of two two-particle functions $G_{0}^{(2)}$. More generally, it is indeed the function for $n_{1}+n_{2}-1$ particles we must expect on the right-hand side of eq. (1.5.27), rather than for $n_{1}+n_{2}$ particles.

In evaluating the integral in eq. (1.5.26), it is convenient to deform the contour $C$ into the positive real axis described twice in opposite directions, the origin being encircled clockwise. Then the integral takes the form

$$
\begin{equation*}
-\frac{1}{16 \pi i}\left(2 \pi r_{1}\right)^{-p}\left(2 \pi r_{2}\right)^{-q} \int_{0}^{\infty} s^{\frac{1}{2} p}(\lambda-s)^{\frac{1}{2} q} J_{p}\left(r_{1} \sqrt{s}\right) H_{q}^{(1)}\left(r_{2} \sqrt{ }(\lambda-s)\right) d s \tag{1.5.28}
\end{equation*}
$$

If we now make the substitution

$$
\begin{equation*}
H_{q}^{(1)}\left(r_{2} V(\lambda-s)\right)=\frac{2}{\pi i} e^{-\frac{1}{2} q \pi i} K_{-q}\left(r_{2} V(s-\lambda)\right), \tag{1.5.29}
\end{equation*}
$$

where $V(s-\lambda)$ must be chosen such that its real part is positive, we get an integral of the type studied by Sonine and Gegenbauer. According to Watson (19), section 13.47, it is proportional to $K_{-p-q-1}\left(-i\left(r_{1}^{2}+r_{2}^{2}\right)^{\frac{1}{2}} \sqrt{\bar{\lambda}}\right)$. If this $K$-function is again expressed in terms of a Hankel function, the desired relation (1.5.26) immediately follows.

It remains to compare the second terms on the right-hand sides of eqs. (1.5.23) and (1.5.24). According to eq. (1.5.4) and the known representations of $R_{0}\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right)$ and $R_{12}\left(\boldsymbol{x}_{1} ; \sigma\right)$, we have

$$
\begin{gather*}
\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right),\left[R_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)-R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)\right] f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right) \\
=\frac{1}{2 \pi i} \int_{C} d \sigma \int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right)\left[G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)-G_{12}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)\right] f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}  \tag{1.5.30}\\
=\frac{1}{2 \pi i} \int_{C} d \sigma \rho \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2} \int G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{z}_{1} ; \sigma\right) V_{12}\left(\boldsymbol{z}_{1}\right) G_{12}\left(\boldsymbol{z}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \boldsymbol{z}_{1},
\end{gather*}
$$

the third member following from eq. (1.3.27). To establish $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ as an integral operator, it must be shown that in eq. (1.5.30)

$$
\begin{equation*}
\int d \sigma \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}=\int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int d \boldsymbol{y}_{1} d \boldsymbol{y}_{2} \int d \sigma \tag{1.5.31}
\end{equation*}
$$

Writing

$$
\begin{equation*}
F\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)=-\int G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{z}_{1} ; \sigma\right) V_{12}\left(\boldsymbol{z}_{1}\right) G_{12}\left(\boldsymbol{z}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \boldsymbol{z}_{1}, \tag{1.5.32}
\end{equation*}
$$

we know from eqs. (1.3.4) and (1.4.36) that

$$
\begin{equation*}
\iint\left|F\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)\right|^{2} d \boldsymbol{x}_{1} d \boldsymbol{y}_{1} \leq\left|R_{0}(\sigma) V_{12}\right|^{2} \|\left. R_{12}(\sigma)\right|^{2} \leq \text { const. } \frac{1}{\operatorname{Im} V_{\sigma}^{-}} \frac{1}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{4}} . \tag{1.5.33}
\end{equation*}
$$

Substituting the expression for $G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right)$ and introducing $\boldsymbol{x}_{2}-\boldsymbol{y}_{2}=\boldsymbol{y}_{2}^{\prime}$ now yields
$\int_{C} d \sigma \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}\left|\bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) F\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)\right|$
$=\frac{1}{4 \pi} \int_{C} d \sigma \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}^{\prime}\left|\bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) \frac{e^{i \sqrt{\lambda-\sigma}\left|\boldsymbol{y}_{2}^{\prime}\right|}}{\left|\boldsymbol{y}_{2}^{\prime}\right|} F\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{x}_{2}-\boldsymbol{y}_{2}^{\prime}\right)\right|$
$\leq \frac{1}{4 \pi} \int_{C} d \sigma \int d \boldsymbol{y}_{2}^{\prime}\left|\frac{e^{i \sqrt{ } \lambda-\sigma\left|y_{2}^{\prime}\right|}}{\left|\boldsymbol{y}_{2}^{\prime}\right|}\right|\|g\||F(\sigma)|\|f\|$
$\leq$ const. $\int_{C} d \sigma \frac{1}{[\operatorname{Im} V(\lambda-\sigma)]^{2}} \frac{1}{(\operatorname{Im} \sqrt{\sigma})^{\frac{1}{2}}} \frac{1}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{2}}\|g\|\|f\|$,
which is certainly finite if $C$ is a suitable contour. Hence, if we interpret $\int_{C} d \sigma$ as a Lebesgue integral once more, as was done at the end of the previous section, we may invert the order of integration according to eq. (1.5.31) by Fubini's theorem. Then it follows that the resolvent is indeed an integral operator, the kernel of which can be evaluated by means of a convolution integral according to eq. (1.5.22).

### 1.5.3. Uniqueness of the Green function

It follows from the general theory of Hilbert space that the resolvent is unique. However, this does not imply that it can be represented by a Green function in only one single way. Let us therefore first consider the problem of the uniqueness of the function $G_{0}$. According to eq. (1.2.17), there is a function $G_{0}$ which depends only on $\boldsymbol{x}-\boldsymbol{y}$, and which is an integrable function of this difference. Let us now imagine that there are two functions $G_{0}$ with these properties, and let us denote their difference by $Q_{0}$. Then $Q_{0}$ satisfies

$$
\begin{equation*}
\int\left|Q_{0}(\boldsymbol{x}-\boldsymbol{y})\right| d(\boldsymbol{x}-\boldsymbol{y})<\infty . \tag{1.5.35}
\end{equation*}
$$

Also, by the uniqueness of the resolvent,

$$
\begin{equation*}
\int \bar{g}(\boldsymbol{x}) d \boldsymbol{x} \int Q_{0}(\boldsymbol{x}-\boldsymbol{y}) f(\boldsymbol{y}) d \boldsymbol{y}=0 \tag{1.5.36}
\end{equation*}
$$

for every $f$ and $g$ in $\Omega^{2}$. Writing $\boldsymbol{x}-\boldsymbol{y}=\boldsymbol{z}$ and going over to Fourier transforms $\hat{f}$ and $\hat{g}$ yields

$$
\begin{equation*}
\iint \hat{g}(\boldsymbol{k}) Q_{0}(\boldsymbol{z}) e^{-i \boldsymbol{k} \cdot \boldsymbol{z}} \hat{f}(\boldsymbol{k}) d \boldsymbol{z} d \boldsymbol{k}=0 \tag{1.5.37}
\end{equation*}
$$

In view of the arbitrariness of $\hat{f}$ and $\hat{g}$, it now follows that

$$
\begin{equation*}
\int Q_{0}(\boldsymbol{z}) e^{-i k \cdot \boldsymbol{z}} d \boldsymbol{z}=0 \tag{1.5.38}
\end{equation*}
$$

for almost every $\boldsymbol{k}$. But this result can easily be extended. For, owing to eq. (1.5.35), the integral in eq. (1.5.38) is absolutely convergent. It is easily shown that as a consequence it is a continuous function of $\boldsymbol{k}$. Hence it vanishes not only for almost every $\boldsymbol{k}$, but in fact for every $\boldsymbol{k}$. From this it now follows that $Q_{0}(\boldsymbol{z})$ vanishes for almost every $\boldsymbol{z}$ (Titchmarsh (20) section 6.7 ), so that the Green function $G_{0}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)$ is in fact unique among all integrable functions of $\boldsymbol{x}-\boldsymbol{y}$. It will be observed that this conclusion does not depend on the number of particles involved.

We now turn to the function $G$. After the foregoing, it suffices to consider the difference $G-G_{0}$. It was already used at the end of the preceding section that this depends only on $\boldsymbol{x}_{1}, \boldsymbol{y}_{1}$, and $\boldsymbol{x}_{2}-\boldsymbol{y}_{2}$, and that it satisfies

$$
\begin{equation*}
\int\left[\int\left|G\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)-G_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)\right| d\left(\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right)\right]^{2} d \boldsymbol{x}_{1} d \boldsymbol{y}_{1}<\infty \tag{1.5.39}
\end{equation*}
$$

Let us now again assume that there are two functions $G-G_{0}$ with these properties, and let us denote their difference by $Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right)$. This gives

$$
\begin{equation*}
\int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}=0 \tag{1.5.40}
\end{equation*}
$$

Choosing in particular

$$
\begin{equation*}
f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=a\left(\boldsymbol{x}_{1}\right) f\left(\boldsymbol{x}_{2}\right), \quad g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=b\left(\boldsymbol{x}_{1}\right) g\left(\boldsymbol{x}_{2}\right) \tag{1.5.41}
\end{equation*}
$$

we easily get an equation analogous to eq. (1.5.37), viz.

$$
\begin{equation*}
\iint \bar{g}(\boldsymbol{k})\left[\iint \bar{b}\left(\boldsymbol{x}_{1}\right) Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}\right) a\left(\boldsymbol{y}_{1}\right) d \boldsymbol{x}_{1} d \boldsymbol{y}_{1}\right] e^{-i \boldsymbol{k} \cdot \boldsymbol{z}} \hat{f}(\boldsymbol{k}) d \boldsymbol{z} d \boldsymbol{k}=0 \tag{1.5.42}
\end{equation*}
$$

As above, this implies that

$$
\begin{equation*}
\int e^{-i \boldsymbol{k} \cdot \boldsymbol{z}} d \boldsymbol{z} \iint \bar{b}\left(\boldsymbol{x}_{1}\right) Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}\right) a\left(\boldsymbol{y}_{1}\right) d \boldsymbol{x}_{1} d \boldsymbol{y}_{1}=0 \tag{1.5.43}
\end{equation*}
$$

for almost every $\boldsymbol{k}$, and even for every $\boldsymbol{k}$. From the arbitrariness of $a$ and $b$ it now follows that

$$
\begin{equation*}
\int Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}\right) e^{-i \boldsymbol{k} \cdot \boldsymbol{z}} d \boldsymbol{z}=0 \tag{1.5.44}
\end{equation*}
$$

identically in $\boldsymbol{k}$ for almost every $\boldsymbol{x}_{1}, \boldsymbol{y}_{1}$. Also, the integral in eq. (1.5.44) converges absolutely for almost every $\boldsymbol{x}_{1}, \boldsymbol{y}_{1}$, by Fubini's theorem and the integrability properties of $Q$. Hence, for almost every $\boldsymbol{x}_{1}, \boldsymbol{y}_{1}$ we have an integrable function of $\boldsymbol{z}$, the Fourier transform of which vanishes identically. Since such a function is known to vanish for almost every $\boldsymbol{z}$, it follows that $Q\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}\right)=0$ for almost every $\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}$. Hence, among all the functions with integrability properties as indicated by the relation (1.5.39), the function $G-G_{0}$ is unique, with the trivial exception of sets of measure zero. In particular, $G-G_{0}$ does not depend on the choice of the contour $C$, as long as $\int_{C} d \sigma$ converges properly. This was plausible from the outset. But it was not obvious,
say from an argument about contour integration, as we have not discussed the analytic properties of functions which depend not only on $\lambda$, but also on variables $\boldsymbol{x}$ and $\boldsymbol{y}$. It follows from eqs. (1.5.22) and (1.3.17) that

$$
\begin{equation*}
\bar{G}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)=-\frac{1}{2 \pi i} \int_{\bar{C}} G_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \bar{\lambda}-\bar{\sigma}\right) G_{12}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \bar{\sigma}\right) d \bar{\sigma}, \tag{1.5.45}
\end{equation*}
$$

where $\bar{C}$ is the reflection of $C$ in the real axis. Now the right-hand side of eq. (1.5.45) is equal to a function of the form $G\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \bar{\lambda}\right)$. Hence, since the Green function is unique,

$$
\begin{equation*}
\bar{G}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)=G\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \bar{\lambda}\right) . \tag{1.5.46}
\end{equation*}
$$

Also, by eq. (1.3.18),

$$
\begin{equation*}
G\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right)=G\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right) . \tag{1.5.47}
\end{equation*}
$$

### 1.6. The Green function for three particles

### 1.6.1. The resolvent equation

After the preparations made in the previous sections, it is comparatively easy to find the Green function for a system of three particles in which there are non-vanishing interactions $V_{12}, V_{13}$, and $V_{23}$. With the choice of coordinates discussed in section 1.2.1, these are functions

$$
\begin{equation*}
V_{12}=V_{12}\left(c_{12}^{1} \boldsymbol{x}_{1}\right), \quad V_{13}=V_{13}\left(c_{13}^{1} \boldsymbol{x}_{1}+c_{13}^{2} \boldsymbol{x}_{2}\right), \quad V_{23}=V_{23}\left(c_{23}^{1} \boldsymbol{x}_{1}+c_{23}^{2} \boldsymbol{x}_{2}\right), \tag{1.6.1}
\end{equation*}
$$

where it is essential that the constants $c_{i j}^{k}$ do not vanish. To save writing, we define $V_{j i} \equiv V_{i j}(i<j)$. The resolvent for the present problem is denoted by $R_{123}^{(3)}$, the upper index indicating that three particles are involved, and the lower index that all the three interactions are present. The resolvent for the three-particle system without interaction is henceforth denoted by $R_{0}^{(3)}$, the one with interaction $V_{i j}$ only by $R_{i j}^{(3)}$. There is no need to consider a three-particle system with two interaction terms such as $V_{i j}+V_{i k}$.

From the considerations which led to the resolvent equation (1.2.14), it is easily seen that $R_{123}^{(3)}$ satisfies

$$
\begin{equation*}
R_{123}^{(3)}(\lambda)=R_{i j}^{(3)}(\lambda)-R_{0}^{(3)}(\lambda)\left(\sum_{i<j} V_{i j}\right) R_{123}^{(3)}(\lambda), \tag{1.6.2}
\end{equation*}
$$

as well as the three equations of the form

$$
\begin{equation*}
R_{123}^{(3)}(\lambda)=R_{i j}^{(3)}(\lambda)-R_{i j}^{(3)}(\lambda)\left(V_{i k}+V_{j k}\right) R_{123}^{(3)}(\lambda) \quad(i<j, i \neq k, j \neq k) . \tag{1.6.3}
\end{equation*}
$$

Also,

$$
\begin{equation*}
R_{i j}^{(3)}(\lambda)=R_{0}^{(3)}(\lambda)-R_{0}^{(3)}(\lambda) V_{i j} R_{i j}^{(3)}(\lambda) . \tag{1.6.4}
\end{equation*}
$$

Adding the three equations (1.6.3), subtracting twice equation (1.6.2) and using the relations (1.6.4) yields

$$
\left.\begin{array}{l}
R_{123}^{(3)}(\lambda) f(\boldsymbol{x})=\sum_{i<j} R_{i j}^{(3)}(\lambda) f(\boldsymbol{x})-2 R_{0}^{(3)}(\lambda) f(\boldsymbol{x})+\sum_{\substack{i<j \\
i \neq k, j \neq k}}\left[R_{0}^{(3)}(\lambda)-R_{i j}^{(3)}(\lambda)\right]\left(V_{i k}+V_{j k}\right) R_{123}^{(3)}(\lambda) f(\boldsymbol{x})  \tag{1.6.5}\\
=\sum_{i<j} R_{i j}^{(3)}(\lambda) f(\boldsymbol{x})-2 R_{0}^{(3)}(\lambda) f(\boldsymbol{x})+\sum_{\substack{i<j \\
i \neq k, j \neq k}} R_{0}^{(3)}(\lambda) V_{i j} R_{i j}^{(3)}(\lambda)\left(V_{i k}+V_{j k}\right) R_{123}^{(3)}(\lambda) f(\boldsymbol{x}) .
\end{array}\right\}
$$

The point is now that this can be written out as an integral equation for $R_{123}^{(3)}(\lambda) f(\boldsymbol{x})$ the kernel of which will be shown to belong to $\mathfrak{Z}^{2}$. This means that from the Hilbertspace point of view eq. (1.6.5) is entirely analogous to the two-particle equation (1.3.2). In particular, it can be solved by the Fredholm technique. And owing to our knowledge of the bounds and the analyticity properties of the resolvents $R_{0}^{(3)}$ and $R_{i j}^{(3)}$, the symmetries of the associated Green functions, and related matters, all considerations of section 1.3 can be carried over directly to the present problem. We thus find a Green function of the form

$$
\left.\begin{array}{c}
G_{123}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)=\sum_{i<j} G_{i j}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-2 G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \\
+\frac{1}{\Delta_{123}^{(3)}(\lambda)} \int D_{123}^{(3)}(\boldsymbol{x}, \boldsymbol{z} ; \lambda)\left[\sum_{i<j} G_{i j}^{(3)}(\boldsymbol{z}, \boldsymbol{y} ; \lambda)-2 G_{0}^{(3)}(\boldsymbol{z}, \boldsymbol{y} ; \lambda)\right] d \boldsymbol{z}, \tag{1.6.6}
\end{array}\right\}
$$

which is entirely analogous to the two-particle Green function discussed in section 1.3 . It is obvious that in eq. (1.6.6) $\boldsymbol{x}, \boldsymbol{y}$, and $\boldsymbol{z}$ are meant to be six-dimensional coordinates. From the properties of the resolvents $R_{i j}^{(3)}$ it follows that in the three-particle case there is a cut in the $\lambda$-plane from $\min \left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$ to $\infty, \Lambda_{i j}$ being the lower bound of the two-particle spectrum concerned. In the cut plane, the resolvent $R_{123}^{(3)}(\lambda)$ is regular except for possible poles.

### 1.6.2. An upper bound for the kernel

To return to the equation we have to solve, eq. (1.6.5) is of the form

$$
\begin{align*}
h_{123}^{(3)}(\boldsymbol{x} ; \lambda) & =\sum_{i<j} h_{i j}^{(3)}(\boldsymbol{x} ; \lambda)-2 h_{0}^{(3)}(\boldsymbol{x} ; \lambda)+\int K_{123}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) h_{123}^{(3)}(\boldsymbol{y} ; \lambda) d \boldsymbol{y}, \\
h_{123}^{(3)}(\boldsymbol{x} ; \lambda) & \equiv R_{123}^{(3)}(\lambda) f(\boldsymbol{x}), \\
h_{i j}^{(3)}(\boldsymbol{x} ; \lambda) & \equiv R_{i j}^{(3)}(\lambda) f(\boldsymbol{x})=\int G_{i j}^{(3)}(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z}  \tag{1.6.7}\\
h_{0}^{(3)}(\boldsymbol{x} ; \lambda) & \equiv R_{0}^{(3)}(\lambda) f(\boldsymbol{x})=\int G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{z} ; \lambda) f(\boldsymbol{z}) d \boldsymbol{z} \\
K_{123}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) & =\sum_{i<j}\left[G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-G_{i j}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)\right]\left[V_{i k}(\boldsymbol{y})+V_{j k}(\boldsymbol{y})\right] . \\
i & \neq k, j \neq k
\end{align*}
$$

It is now shown that each of the three terms in the expression for $K_{123}^{(3)}$ belongs to $\mathfrak{2}^{2}$. Then the same applies to $K_{123}^{(3)}$ itself. In particular, let us consider the term with $i, j=1,2$. For this it follows from eqs. (1.5.22) and (1.5.23) that

$$
\left.\begin{array}{c}
G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-G_{12}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)  \tag{1.6.8}\\
=\frac{1}{2 \pi i} \int_{C} G_{0}^{(2)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) d \sigma \int_{0}^{(2)}\left(\boldsymbol{x}_{1}, \boldsymbol{z}_{1} ; \sigma\right) V_{12}\left(c_{12}^{1} \boldsymbol{z}_{1}\right) G_{12}^{(2)}\left(\boldsymbol{z}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \boldsymbol{z}_{1} .
\end{array}\right\}
$$

Repeated application of Schwarz's inequality yields

$$
\begin{align*}
I & \equiv\left[\int\left|G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-G_{12}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)\right|^{2} d \boldsymbol{x}_{1} d \boldsymbol{y}_{1} d\left(\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right)\right]^{\frac{1}{2}} \\
& \leq \frac{1}{2 \pi}\left\{\int_{C} d \sigma\left[\int\left|G_{0}^{(2)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right)\right|^{2} d\left(\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right)\right]^{\frac{1}{2}}\right.  \tag{1.6.9}\\
& \left.\times\left[\int\left|\int G_{0}^{(2)}\left(\boldsymbol{x}_{1}, \boldsymbol{z}_{1} ; \sigma\right) V_{12}\left(c_{12}^{1} \boldsymbol{z}_{1}\right) G_{12}^{(2)}\left(\boldsymbol{z}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \boldsymbol{z}_{1}\right|^{2} d \boldsymbol{x}_{1} d \boldsymbol{y}_{1}\right]^{\frac{1}{2}}\right\} .
\end{align*}
$$

With the relation

$$
\begin{equation*}
4 \pi \int\left|\frac{e^{i r V \lambda-\sigma}}{4 \pi r}\right|^{2} r^{2} d r \leq \frac{1}{8 \pi \operatorname{Im} V(\lambda-\sigma)} \tag{1.6.10}
\end{equation*}
$$

to be used in connection with $G_{0}^{(2)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right)$, and eqs. (1.5.32) and (1.5.33) for the second factor on the right-hand side of eq. (1.6.9), the inequality (1.6.9) can be reduced to

$$
\begin{align*}
& I \leq \text { const. } \int_{C} \frac{1}{[\operatorname{Im~V} /(\lambda-\sigma)]^{\frac{1}{2}}} \frac{1}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{\frac{5}{2}}} d \sigma \\
\leq & \text { const. }\left[\int_{C} \frac{d \sigma}{[\operatorname{Im~V}(\lambda-\sigma)]^{3}}\right]^{\frac{1}{6}}\left[\int_{C} \frac{d \sigma}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{3}}\right]^{\frac{5}{6}}, \tag{1.6.11}
\end{align*}
$$

the third member of eq. (1.6.11) following from Hölder's inequality (Titchmarsh (15) section 12.42). In passing from eq. (1.5.33) to eq. (1.6.11), use was made of the relation

$$
\begin{equation*}
\operatorname{Im} V\left(\sigma-\Lambda_{12}\right) \leq \operatorname{Im} / \bar{\sigma}, \tag{1.6.12}
\end{equation*}
$$

which holds true by virtue of $\Lambda_{12}$ being real and non-positive.
To find an upper bound for $I$, it is now convenient to write

$$
\begin{equation*}
\lambda-\Lambda_{12}=l e^{i \varphi} \tag{1.6.13}
\end{equation*}
$$

and to choose as the contour $C$ the straight line

$$
\begin{equation*}
\sigma=s e^{\frac{1}{2} i \varphi}-\frac{1}{2} l+\Lambda_{12} \quad(-\infty<s<\infty) . \tag{1.6.14}
\end{equation*}
$$

This line is tangent to the parabolas $\left[\operatorname{Im} V\left(\sigma-\Lambda_{12}\right)\right]^{2}=\frac{1}{2}\left[\operatorname{Im} V\left(\lambda-\Lambda_{12}\right)\right]^{2}$ and $[\operatorname{Im} V(\lambda-\sigma)]^{2}=\frac{1}{2}\left[\operatorname{Im} V\left(\lambda-\Lambda_{12}\right)\right]^{2}$. These parabolas in turn are tangent to one
another, the line in question passing through their point of contact. It follows from a straightforward calculation that on the line (1.6.14)

$$
\left.\begin{array}{l}
{\left[\operatorname{Im} /\left(\sigma-\Lambda_{12}\right)\right]^{2}=-\frac{1}{2} \cos \frac{1}{2} \varphi\left(s-\frac{1}{2} l \cos \frac{1}{2} \varphi\right)+\frac{1}{4} l \sin ^{2} \frac{1}{2} \varphi+\frac{1}{2}\left[\left(s-\frac{1}{2} l \cos \frac{1}{2} \varphi\right)^{2}+\frac{1}{4} l^{2} \sin ^{2} \frac{1}{2} \varphi\right]^{\frac{1}{2}},} \\
{[\operatorname{Im} /(\lambda-\sigma)]^{2}=\frac{1}{2} \cos \frac{1}{2} \varphi\left(s-\frac{3}{2} l \cos \frac{1}{2} \varphi\right)+\frac{1}{4} l \sin ^{2} \frac{1}{2} \varphi+\frac{1}{2}\left[\left(s-\frac{3}{2} l \cos \frac{1}{2} \varphi\right)^{2}+\frac{1}{4} l^{2} \sin ^{2} \frac{1}{2} \varphi\right]^{\frac{1}{2}} .} \tag{1.6.15}
\end{array}\right\}
$$

Substituting this into eq. (1.6.11) yields

$$
\begin{equation*}
I \leq \text { const. } \int_{-\infty}^{\infty}\left[t \cos \frac{1}{2} \varphi+\frac{1}{2} l \sin ^{2} \frac{1}{2} \varphi+\left(t^{2}+\frac{1}{4} l^{2} \sin ^{2} \frac{1}{2} \varphi\right)^{\frac{1}{2}}\right]^{-\frac{3}{2}} d t \tag{1.6.16}
\end{equation*}
$$

The change of variables $t=\frac{1}{2} l \sin \frac{1}{2} \varphi \sinh \psi$ now gives

$$
\begin{equation*}
I \leq \text { const. } \frac{1}{\sqrt{l} \sin ^{2} \frac{1}{2} \varphi} \int_{-\infty}^{\infty} \cosh \psi\left[\frac{\cos \frac{1}{2} \varphi}{\sin \frac{1}{2} \varphi} \sinh \psi+\frac{1}{\sin \frac{1}{2} \varphi} \cosh \psi+1\right]^{-\frac{3}{2}} d \psi \tag{1.6.17}
\end{equation*}
$$

At this point it is convenient to write

$$
\begin{equation*}
\frac{\cos \frac{1}{2} \varphi}{\sin \frac{1}{2} \varphi}=\sinh \chi, \quad \frac{1}{\sin \frac{1}{2} \varphi}=\cosh \chi, \quad \omega=\psi+\chi \tag{1.6.18}
\end{equation*}
$$

and to go over from the integration variable $\psi$ to $\omega$. Then the inequality for $I$ takes the form

$$
\begin{equation*}
I \leq \text { const. } \frac{1}{\sqrt{l} \sin ^{2} \frac{1}{2} \varphi} \int_{-\infty}^{\infty}\left[\frac{1}{\sin \frac{1}{2} \varphi} \cosh \omega-\frac{\cos \frac{1}{2} \varphi}{\sin \frac{1}{2} \varphi} \sinh \omega\right](\cosh \omega+1)^{-\frac{3}{2}} d \omega . \tag{1.6.19}
\end{equation*}
$$

Since the term involving $\sinh \omega$ clearly gives no contribution to the integral, we finally obtain

$$
\begin{equation*}
I \leq \text { const. } \frac{1}{\sqrt{l} \sin ^{3} \frac{1}{2} \varphi}=\text { const. } \frac{\left|\lambda-\Lambda_{12}\right|}{\left[\operatorname{Im} V\left(\lambda-\Lambda_{12}\right)\right]^{3}} . \tag{1.6.20}
\end{equation*}
$$

This must now be combined with eq. (1.6.9) and with the last line of eq. (1.6.7). If in the latter expression we use the explicit coordinate-dependence of $V_{13}$ and $V_{23}$ as given by eq. (1.6.1), we get

$$
\left.\begin{array}{c}
\int\left|G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)-G_{12}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)\right|^{2}\left|V_{13}\left(c_{13}^{1} \boldsymbol{y}_{1}+c_{13}^{2} \boldsymbol{y}_{2}\right)+V_{23}\left(c_{23}^{1} \boldsymbol{y}_{1}+c_{23}^{2} \boldsymbol{y}_{2}\right)\right|^{2} d \boldsymbol{x}_{1} d \boldsymbol{y}_{1} d\left(\boldsymbol{x}_{2}-\boldsymbol{y}_{2}\right) d \boldsymbol{y}_{2} \mid \\
\leq \text { const. } \frac{\left|\lambda-\Lambda_{12}\right|^{2}}{\left[\operatorname{Im} V\left(\lambda-\Lambda_{12}\right)\right]^{6}} . \tag{1.6.21}
\end{array}\right\}
$$

It will be observed that, as regards the integration with respect to $\boldsymbol{y}_{2}$, it is essential that $c_{13}^{2}$ and $c_{23}^{2}$ do not vanish, and that $V_{i j}$ is assumed to be square-integrable.

The inequality (1.6.21) obviously states that in the sum for $K_{123}^{(3)}$ the term with $i, j=1,2$ belongs to $\mathfrak{\Sigma}^{2}$ provided $\lambda$ is an interior point of the complex plane cut from $\Lambda_{12}$ to $\infty$. If for a moment we imagine a choice of coordinates adapted to $i, j=1,3$ or 2,3 , we see that these cases can be discussed along exactly the same lines. Hence each term in the sum for $K_{123}^{(3)}$ belongs to $\mathfrak{\Sigma}^{2}$, and so does $K_{123}^{(3)}$ itself, provided $\lambda$ is inside the complex plane cut from $\min \left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$ to $\infty$. Moreover, it follows with eq. (1.6.21) that if $\lambda$ is negative and sufficiently small, the $\mathfrak{Z}^{2}$-norm of $K_{123}^{(3)}$ is less than 1. From this it follows by the argument used in connection with eqs. (1.3.49) and (1.3.50) that the spectrum of $H_{123}^{(3)}$ is bounded below.

Summarizing, we see that the properties of $K_{123}^{(3)}$ are such that in the $\lambda$-plane cut from min $\left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$ to $\infty$ we can evaluate the Green function $G_{123}^{(3)}$ by the Fredholm method outlined in section 1.3. In the cut plane the resolvent is regular except for possible poles confined to a finite interval of the real axis. Now it will be shown in a forthcoming paper on the theory of scattering that in the present case there is a continuous spectrum from $\min \left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$ to $\infty$. Hence, if there are no poles in the cut plane and we introduce $\Lambda_{123} \equiv \min \left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$, the $\Lambda_{123}$ thus defined is the lower bound of the spectrum. And if there are poles, there is still a lower bound $\Lambda_{123}$, which is then less than $\min \left(\Lambda_{12}, \Lambda_{13}, \Lambda_{23}\right)$. In either case it is clear from previous arguments that the norm of $R_{123}^{(3)}$ satisfies

$$
\begin{equation*}
\left\|R_{123}^{(3)}(\lambda)\right\| \leq \min \left(\frac{1}{\left[\operatorname{Im} V\left(\lambda-\Lambda_{123}\right)\right]^{2}}, \frac{1}{|\operatorname{Im} \lambda|}\right), \tag{1.6.22}
\end{equation*}
$$

cf. eqs. (1.3.29) and (1.4.36). Furthermore, with eq. (1.6.21) it is not difficult to see that

$$
\begin{equation*}
\left|K_{123}^{(3)}(\lambda)\right| \leq \text { const. } \frac{\left|\lambda-\Lambda_{123}\right|}{\left[\operatorname{Im} V\left(\lambda-\Lambda_{123}\right)\right]^{3}} . \tag{1.6.23}
\end{equation*}
$$

It follows from the foregoing that in the expression (1.6.6) for the Green function $G_{123}^{(3)}$ the last term on the right-hand side belongs to $\mathfrak{\Sigma}^{2}$. Clearly it is the kernel of the integral operator

$$
\begin{equation*}
O \equiv R_{123}^{(3)}-\sum_{i<j} R_{i j}^{(3)}+2 R_{0}^{(3)} . \tag{1.6.24}
\end{equation*}
$$

But this operator is unique in the sense that, if $f$ and $g$ are any two functions in $\Omega^{2}$, the quantity $(g, O f)$ is uniquely determined. From this it follows with arguments such
as used in section 1.5.3 that, among all the kernels in $\mathfrak{\Omega}^{2}$, the last term on the righthand side of eq. (1.6.6) is unique. Also, the Green functions $G_{0}^{(3)}$ and $G_{i j}^{(3)}$ are unique in the sense specified in section 1.5.3. As a result, $G_{123}^{(3)}$ is unique in the sense that it can be written as a sum of functions with suitable integrability properties in only one way.

As a concluding remark it seems worth while to point out that in the above arguments it is an essential step to consider the somewhat complicated resolvent equation (1.6.5). If we had merely confined ourselves to eq. (1.6.2), we should have had a kernel of the form

$$
\begin{equation*}
G_{0}^{(3)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \sum_{i<j} V_{i j}(\boldsymbol{y}), \tag{1.6.25}
\end{equation*}
$$

which certainly does not belong to $\mathfrak{\Sigma}^{2}$. For $G_{0}^{(3)}$ depends only on the difference $|\boldsymbol{x}-\boldsymbol{y}|$, according to eq. (1.5.25), and $V_{12}$ depends only on $\boldsymbol{y}_{1}$. Hence $G_{0}^{(3)} V_{12}$ might be a square-integrable function of $\boldsymbol{x}_{1}-\boldsymbol{y}_{1}, \boldsymbol{x}_{2}-\boldsymbol{y}_{2}$, and $\boldsymbol{y}_{1}$ at best, rather than a function which is square-integrable with respect to four independent variables. However, even square-integrability with respect to three variables does not hold, since for $\boldsymbol{x}=\boldsymbol{y}$ the function $G_{0}^{(3)}$ has a singularity which prevents it from being square-integrable. Similar remarks apply to $G_{0}^{(3)} V_{13}$ and $G_{0}^{(3)} V_{23}$. Apparently the gist of eq. (1.6.5) is that in this equation a first approximation to $R_{123}^{(3)}$ is split off which is so good that the remainder is sufficiently regular and for large $|\boldsymbol{x}|$ and $|\boldsymbol{y}|$ falls off sufficiently rapidly for the equation to be soluble by the Fredholm method.

### 1.7. General numbers of particles

### 1.7.1. The resolvent equation

For discussing a general system of $n$ particles, it is convenient to adopt the following notation. The symbol $(n, k)_{p(k)}$ denotes a certain way in which $n$ particles can be split into $k$ groups. Here the subscript $p(k)$ refers to the particular mode of division. Hence $p(k)=1,2, \ldots, N(n, k)$, where $N(n, k)$ denotes the number of ways in which $n$ particles can be split into $k$ groups. In the case of a particular division $(n, k)_{p(k)}$, let us imagine that all the interactions between the particles which together form a group are present, but that there are no interactions between particles belonging to different groups. The total interaction present in this way is denoted by $V(n, k)_{p(k)}$. The resolvent for the $n$-particle system with this interaction is called $R(n, k)_{p(k)}$. It will be shown that it is an integral operator with kernel $G(n, k)_{p(k)}$, the Green function. Comparing this notation with the one used thus far, we have, for example,

$$
\left.\begin{array}{ll}
V(n, 1)=\sum_{i<j} V_{i j}=V, & R(n, 1)=R_{12 \ldots n}^{(n)}=R,  \tag{1.7.1}\\
V(n, n)=0, & R(n, n)=R_{0}^{(n)} .
\end{array}\right\}
$$

It is also convenient to make use of the symbol $\subset$, where $(n, k+1)_{p(k+1)} \subset(n, k)_{p(k)}$ indicates that the division $(n, k+1)_{p(k+1)}$ is contained in $(n, k)_{p(k)}$ in the sense that it can be obtained from $(n, k)_{p(k)}$ by splitting one group of the latter division into two, the remaining groups being left unchanged.

It is the purpose of the present section to show that for $n \geq 2$ the resolvent satisfies the equation

$$
\begin{gather*}
R(n, 1)=\sum_{k=2}^{n} \sum_{p(k)=1}^{N(n, k)}(-1)^{k}(k-1)!R(n, k)_{p(k)} \\
+(-1)^{n-1} \sum_{\substack{p(n-1), \ldots, p(k), \ldots p(2) \\
(n, n-1)_{p(n-1)} \subset \cdots \subset(n, k)_{p(k)} \subset \cdots \subset(n, 2)_{p(2)}}}\left\{R(n, n) V(n, n-1)_{p(n-1)} R(n, n-1)_{p(n-1)}\left[V(n, n-2)_{p(n-2)}-V(n, n-1)_{p(n-1)}\right]\right.  \tag{1.7.2}\\
\left.\times \ldots R(n, k+1)_{p(k+1)}\left[V(n, k)_{p(k)}-V(n, k+1)_{p(k+1)}\right] \ldots R(n, 2)_{p(2)}\left[V(n, 1)-V(n, 2)_{p(2)}\right]\right\} R(n, 1) .
\end{gather*}
$$

It will be observed that this equation was already established for $n=2$ and $n=3$. One of its features is that with all the groups of particles considered, there are always interactions between all the particles in each group. In other words, for discussing a mode of division in which the particles $i, j$, and $l$ together form a group, we need the properties of the three-particle system with interaction $V_{i j}+V_{i l}+V_{j l}$. But nowhere in the analysis does there occur an "unphysical" system such as the one with interaction $V_{i l}+V_{j l}$ only.

In the notation of the preceding sections, eq. (1.7.2) gives an equation for $R_{1234}^{(4)}$ in terms of $R_{0}^{(4)}$, the six resolvents of the form $R_{i j}^{(4)}$, the four of the form $R_{i j k}^{(4)}$, and the three of the form $R_{i j ; k l}^{(4)}$. Here $R_{i j ; k l}^{(4)}$ stands for the resolvent of the four-particle system with interaction $V_{i j}+V_{k l}(i \neq k, i \neq l, j \neq k, j \neq l)$. As will be discussed in some detail later, it can be obtained from a convolution of the resolvents $R_{i j}^{(2)}, R_{k l}^{(2)}$, and $R_{0}^{(2)}$.

Let us now assume that for $n-1$ particles ( $n \geq 3$ ) eq. (1.7.2) is established by a combinatorial argument based on the set of resolvent equations
$R(n-1, k)_{p(k)}=R(n-1, l)_{p(l)}-R(n-1, l)_{p(l)}\left[V(n-1, k)_{p(k)}-V(n-1, l)_{p(l)}\right] R(n-1, k)_{p(k)}$
with fixed $n-1$, the numbers $k, l, p(k), p(l)$ taking all possible values. Then it can be shown that the desired equation for $n$ particles follows on combining resolvent equations of the form (1.7.3), but with $n-1$ replaced by $n$. For the proof it is convenient to choose a particular mode of division $(n, n-1)_{p(n-1)}$, and to consider the expression
which differs from the sum in eq. (1.7.2) in that the factor $R(n, n) V(n, n-1)_{p(n-1)}$ and the summation over $p(n-1)$ are left out.

It is obvious that the division $(n, n-1)_{p(n-1)}$ must consist of $n-2$ free particles plus a group consisting of two particles, say the particles $i$ and $j$. Furthermore, the structure of the sum in eq. (1.7.4) is such that in all factors the particles $i$ and $j$ always belong to the same group. Hence if we temporarily consider $i$ and $j$ together as one composite particle, we can say that in a certain sense the multiple sum in eq. (1.7.4) involves only $n-1$ (composite) particles. This suggests that we compare it with the multiple sum which appears in the equation for $n-1$ particles. By assumption, there is a combinatorial argument based on the set of equations (1.7.3) to show that the latter sum is equal to a certain linear combination of resolvents $R(n-1, k)_{p(k)}$. Now to each equation (1.7.3) there corresponds an equation

$$
\begin{align*}
R(n, k)_{p(k)}= & R(n, l)_{p(l)}-R(n, l)_{p(l)}\left[V(n, k)_{p(k)}-V(n, l)_{p(l)}\right] R(n, k)_{p(k)} \\
& (n, n-1)_{p(n-1)} \subset(n, k)_{p(k)}  \tag{1.7.5}\\
& (n, n-1)_{p(n-1)} \subset(n, l)_{p(l)}
\end{align*}
$$

which obviously is of the same structure. If we imagine that in the $(n-1)$-particle system there is no particle $j$, and that the division $(n, k)_{p(k)}$ is obtained from $(n-1$, $k)_{p(k)}$ by adding $j$ and attaching it to $i$, we can find $V(n, k)_{p(k)}$ from $V(n-1, k)_{p(k)}$ by merely replacing all terms $V_{i l}$ in the latter interaction by $V_{i l}+V_{j l}$ and adding $V_{i j}$. The difference $V(n, k)_{p(k)}-V(n, l)_{p(l)}$ is obtained from $V(n-1, k)_{p(k)}-V(n-1, l)_{p(l)}$ by replacing all terms $V_{i m}$ in the latter expression by $V_{i m}+V_{j m}$, the remaining terms being left unchanged. Summarizing, it is clear that with a suitable change of notation the combinatorial analysis which led to the $(n-1)$-particle equation can also be applied to the multiple sum in eq. (1.7.4). The result is that

$$
\begin{equation*}
S(n, n-1)_{p(n-1)}=-R(n, 1)+\sum_{\substack{k=2 \\(n, n-1)_{p(n-1)} \subset(n, k)_{p(k)}}}^{n-1} \sum_{p(k)}(-1)^{k}(k-1)!R(n, k)_{p(k)} . \tag{1.7.6}
\end{equation*}
$$

To this expression we must now apply $\sum_{p(n-1)} R(n, n) V(n, n-1)_{p(n-1)}$. In doing so, it is convenient to perform the summation with respect to $p(n-1)$ first. This makes it possible to use the relation

$$
\begin{align*}
& \sum_{\substack{p(n-1) \\
(n, n-1)_{p(n-1)} \subset(n, k)_{p(k)}}} V(n, n-1)_{p(n-1)}=V(n, k)_{p(k)}, \tag{1.7.7}
\end{align*}
$$

which expresses the fact that if we sum over all two-particle interactions $V_{l m}$ subject to the condition that we only include interactions present in the division $(n, k)_{p(k)}$, we get the total $V(n, k)_{p(k)}$. Besides eq. (1.7.7), we need the relation

$$
\begin{equation*}
R(n, n) V(n, k)_{p(k)} R(n, k)_{p(k)}=R(n, n)-R(n, k)_{p(k)} \tag{1.7.8}
\end{equation*}
$$

This yields

$$
\left.\begin{array}{c}
\sum_{p(n-1)} R(n, n) V(n, n-1)_{p(n-1)} S(n, n-1)_{p(n-1)} \\
=-R(n, n) V(n, 1) R(n, 1)+\sum_{k=2}^{n-1} \sum_{p(k)}(-1)^{k}(k-1)!R(n, n) V(n, k)_{p(k)} R(n, k)_{p(k)}  \tag{1.7.9}\\
=R(n, 1)-R(n, n)+\sum_{k=2}^{n-1} \sum_{p(k)}(-1)^{k}(k-1)!R(n, n)-\sum_{k=2}^{n-1} \sum_{p(k)}(-1)^{k}(k-1)!R(n, k)_{p(k)},
\end{array}\right\}
$$

where we recall that it was assumed that $n \geq 3$. This equation is almost equivalent to the desired relation (1.7.2). It only remains to show that

$$
\begin{equation*}
\left[1-\sum_{k=2}^{n-1} \sum_{p(k)}(-1)^{k}(k-1)!\right] R(n, n)=(-1)^{n}(n-1)!R(n, n) \quad(n \geq 3) \tag{1.7.10}
\end{equation*}
$$

To check this, we note that $p(k)$ runs through $N(n, k)$ values, $N(n, k)$ denoting the number of ways in which $n$ particles can be split into $k$ groups. Hence what we want to show is that

$$
\begin{equation*}
1-\sum_{k=2}^{n-1}(-1)^{k}(k-1)!N(n, k)=(-1)^{n}(n-1)!\quad(n \geq 3) . \tag{1.7.11}
\end{equation*}
$$

Now any division $(n, k)_{p(k)}$ in which particle $n$ belongs to a group of two or more particles can be obtained from a division $(n-1, k)_{p(k)}$ of the particles $1,2, \ldots, n-1$ by adding particle $n$ to one of the $k$ groups. And each process of this sort yields a $(n, k)_{p(k)}$. Furthermore, any division $(n, k)_{p(k)}$ in which $n$ forms a group by itself is obtained if to the corresponding division $(n-1, k-1)_{p(k-1)}$ particle $n$ is added as a separate group. Hence

$$
\begin{equation*}
N(n, k)=k N(n-1, k)+N(n-1, k-1) \quad(n \geq 2, k \geq 2) . \tag{1.7.12}
\end{equation*}
$$

From this it follows that

$$
\left.\begin{array}{l}
1-\sum_{k=2}^{n-1}(-1)^{k}(k-1)!N(n, k)=1-\sum_{k=2}^{n-1}(-1)^{k} k!N(n-1, k)-\sum_{k=2}^{n-1}(-1)^{k}(k-1)!N(n-1, k-1)  \tag{1.7.13}\\
=1-(-1)^{n-1}(n-1)!N(n-1, n-1)-1!N(n-1,1)=(-1)^{n}(n-1)!\quad(n \geq 3),
\end{array}\right\}
$$

as we wanted to show.
Starting from the assumption that for $n-1$ particles eq. (1.7.2) had been established by combining various resolvent equations of the form (1.7.3), we have now shown that eq. (1.7.2) also holds true for $n$ particles. In the course of the proof, we only had to combine the sets of resolvent equations (1.7.5) and (1.7.8). Hence what applied to $n-1$ before the proof has now been carried over to $n$, and we can proceed to $n+1$.

### 1.7.2. Auxiliary formulas

The reason for using the complicated resolvent equation (1.7.2) is that the operator which on its right-hand side acts on $R(n, 1)$ belongs to $\mathfrak{Z}^{2}$. As a matter of fact, it is discussed in section 1.7.4 that even each separate term in the multiple sum belongs to $\mathfrak{\Sigma}^{2}$. However, before passing on to this point it is useful to start with a few auxiliary formulas.

The first of these concerns the result due to Kato (5) that there are positive constants $\alpha$ and $\beta$ such that for every $f$ in $\mathfrak{D}\left(H_{0}\right)$

$$
\begin{equation*}
\sum_{i<j}\left\|V_{i j} f\right\|<\alpha\left\|H_{0} f\right\|+\beta\|f\|, \tag{1.7.14}
\end{equation*}
$$

where we may choose $\alpha$ as small as we like. From eq. (1.7.14) it follows in particular that

$$
\left.\begin{array}{c}
\left\|V R_{0}(\lambda) f\right\| \leq \alpha\left\|H_{0} R_{0}(\lambda) f\right\|+\beta\left\|R_{0}(\lambda) f\right\|  \tag{1.7.15}\\
\leq \alpha\|f\|+\alpha|\lambda|\left\|R_{0}(\lambda) f\right\|+\beta\left\|R_{0}(\lambda) f\right\| \leq\left[\alpha+\frac{\alpha|\lambda|+\beta}{(\operatorname{Im} \sqrt{\lambda})^{2}}\right]\|f\| .
\end{array}\right\}
$$

Hence if $\lambda$ is negative and sufficiently small, the norm $\left\|V R_{0}(\lambda)\right\|$ is less than 1 . Then the series for $(g, R(\lambda) f)$ in eq. (1.3.49) is convergent, so that the spectrum of $H$ is bounded below. This argument applies to any number of particles.

We know from eq. (1.2.9) that $R(\lambda) f$ belongs to $\mathscr{D}\left(H_{0}\right)$ for every $f$ in $\mathfrak{Z}^{2}$. Also,

$$
\begin{equation*}
H_{0} R(\lambda) f=-\sum_{i<j} V_{i j} R(\lambda) f+\lambda R(\lambda) f+f, \tag{1.7.16}
\end{equation*}
$$

so that by Minkowski's inequality

$$
\begin{equation*}
\left\|H_{0} R(\lambda) f\right\| \leq \sum_{i<j}\left\|V_{i j} R(\lambda) f\right\|+|\lambda|\|R(\lambda) f\|+\|f\| \leq \alpha\left\|H_{0} R(\lambda) f\right\|+\left[\frac{\beta+|\lambda|}{[\operatorname{Im} V(\lambda-\Lambda)]^{2}}+1\right]\|f\|, \tag{1.7.17}
\end{equation*}
$$

$\Lambda$ being the lower bound of the spectrum of $H$. If we now choose $\alpha<1$ and subtract $\alpha\left\|H_{0} R(\lambda) f\right\|$ from both sides of eq. (1.7.17), we find with eq. (1.7.14) that

$$
\begin{equation*}
\sum_{i<j}\left\|V_{i j} R(\lambda) f\right\| \leq \frac{\alpha}{1-\alpha}\left[\frac{\beta+|\lambda|}{[\operatorname{Im} V /(\lambda-\Lambda)]^{2}}+1\right]\|f\|+\frac{\beta}{[\operatorname{Im} V(\lambda-\Lambda)]^{2}}\|f\| \tag{1.7.18}
\end{equation*}
$$

From this it follows that the norm $\left\|V_{i j} R(\lambda)\right\|$ is uniformly bounded in any region

$$
\begin{equation*}
0<\varepsilon \leq|\lambda-\Lambda|, \quad 0<\delta \leq \arg (\lambda-\Lambda) \leq 2 \pi-\delta . \tag{1.7.19}
\end{equation*}
$$

This is the required result.
For the following we also need several formulas concerning resolvents of the type $R(n, k)_{p(k)}$. Let us assume in particular that $k=2$. Then the simplest situation arises if the division $(n, 2)_{p(2)}$ consists of a group of $n-1$ particles plus a single
particle. In that case it is convenient to choose $n-2$ coordinates $\boldsymbol{x}$ for the internal motion of the $n-1$ particles, plus a coordinate $\boldsymbol{x}_{3}$ for the distance between the last particle and the centre of mass of the previous ones. If the groups consist of $n_{1}$ and $n_{2}$ particles with $n_{1} \geq 2, n_{2} \geq 2$, we use internal coordinates $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ within the respective groups, plus a coordinate $\boldsymbol{x}_{3}$ for the distance between the centres of mass of the groups. In the following we mainly concentrate on the latter case.

For discussing the total Hamiltonian $H(n, 2)_{p(2)}$, we have to consider the Hamiltonians $H\left(\boldsymbol{x}_{1}\right), H\left(\boldsymbol{x}_{2}\right)$, and $H_{0}\left(\boldsymbol{x}_{3}\right)$ for the internal motion of the groups and their relative motion, respectively. In the first instance, these are defined as self-adjoint operators in the spaces $\mathfrak{Z}^{2}\left(\boldsymbol{x}_{1}\right), \mathfrak{\Omega}^{2}\left(\boldsymbol{x}_{2}\right)$, and $\mathfrak{Z}^{2}\left(\boldsymbol{x}_{3}\right)$. It was shown by Kato (5) that the domain of $H\left(\boldsymbol{x}_{1}\right)$ consists of all functions $f\left(\boldsymbol{x}_{1}\right)$ in $\mathbb{\Omega}^{2}\left(\boldsymbol{x}_{1}\right)$ for which $\left|\boldsymbol{k}_{1}\right|^{2} \hat{f}\left(\boldsymbol{k}_{1}\right)$ belongs to $\Omega^{2}\left(\boldsymbol{k}_{1}\right), \hat{f}$ being the Fourier transform of $f$. With Kato's result, it is not difficult to see that $H\left(\boldsymbol{x}_{1}\right)$ can also be considered as a self-adjoint operator in the space $\mathfrak{Z}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$, its domain being the set of functions $f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$ for which $\left|\boldsymbol{k}_{1}\right|^{2} \hat{f}\left(\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}\right)$ belongs to $\mathfrak{2}^{2}\left(\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}\right)$. And similarly for $H\left(\boldsymbol{x}_{2}\right)$ and $H_{0}\left(\boldsymbol{x}_{3}\right)$. With this interpretation of the Hamiltonians, we have

$$
\begin{equation*}
H(n, 2)_{p(2)} \equiv H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)=H\left(\boldsymbol{x}_{1}\right)+H\left(\boldsymbol{x}_{2}\right)+H_{0}\left(\boldsymbol{x}_{3}\right) . \tag{1.7.20}
\end{equation*}
$$

Likewise, we can consider the operator $H\left(\boldsymbol{x}_{1}\right)+H\left(\boldsymbol{x}_{2}\right)$, say in the space $\Omega^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$. It is of a slightly different structure from the Hamiltonians considered thus far, in that it is not quite the Hamiltonian of a system of particles with two-body interactions. But by Kato's (5) results, it is self-adjoint all the same. Also, it satisfies the crucial relations (1.2.9) and (1.7.14). From this it is easily deduced that the spectrum of $H\left(\boldsymbol{x}_{1}\right)+H\left(\boldsymbol{x}_{2}\right)$ is bounded below, and that there is a resolvent $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ such that all the operators of the form $V_{i j}\left(\boldsymbol{x}_{1}\right) R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ or $V_{i j}\left(\boldsymbol{x}_{2}\right) R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ are regular and bounded uniformly in $\lambda$ in a region of the form (1.7.19).

According to eq. (1.5.4), the resolvent $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right)$ satisfies
$\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \lambda\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right)=\frac{1}{2 \pi i} \int_{C}\left(g\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right), R\left(\boldsymbol{x}_{2} ; \lambda-\sigma\right) R\left(\boldsymbol{x}_{1} ; \sigma\right) f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right) d \sigma$.
It is convenient to denote this relationship by

$$
\begin{equation*}
R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=R\left(\boldsymbol{x}_{1}\right) * R\left(\boldsymbol{x}_{2}\right) \tag{1.7.22}
\end{equation*}
$$

With this notation we have

$$
\begin{equation*}
\left[R\left(\boldsymbol{x}_{1}\right) * R\left(\boldsymbol{x}_{2}\right)\right] * R_{0}\left(\boldsymbol{x}_{3}\right)=R\left(\boldsymbol{x}_{1}\right) *\left[R\left(\boldsymbol{x}_{2}\right) * R_{0}\left(\boldsymbol{x}_{3}\right)\right] . \tag{1.7.23}
\end{equation*}
$$

For either side yields the resolvent of $H\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$, which is unique. Hence omitting the square brackets we may write

$$
\begin{equation*}
R(n, 2)_{p(2)} \equiv R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)=R\left(\boldsymbol{x}_{1}\right) * R\left(\boldsymbol{x}_{2}\right) * R_{0}\left(\boldsymbol{x}_{3}\right) . \tag{1.7.24}
\end{equation*}
$$
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It is not difficult to see that in the case of a general division $(n, k)_{p(k)}$ this result can be extended by introducing $k$ sets of internal coordinates for the motion within the $k$ groups, $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{k}$, plus a set of $k-1$ three-dimensional coordinates for the relative motion of the groups with respect to each other, $\boldsymbol{x}_{k+1}, \ldots, \boldsymbol{x}_{2 k-1}$. As a generalization of eq. (1.7.24) this yields

$$
\begin{equation*}
R(n, k)_{p(k)} \equiv R\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{k}, \boldsymbol{x}_{k+1}, \ldots, \boldsymbol{x}_{2 k-1}\right)=R\left(\boldsymbol{x}_{1}\right) * \ldots * R\left(\boldsymbol{x}_{k}\right) * R_{0}\left(\boldsymbol{x}_{k+1}\right) * \ldots * R_{0}\left(\boldsymbol{x}_{2 k-1}\right) \tag{1.7.25}
\end{equation*}
$$

It can be shown with the methods outlined in section 1.3 .3 and at the beginning of the present section that all operators $V_{i j} R(n, k)_{p(k)}$ are regular and uniformly bounded in regions of the form (1.7.19). The same applies to operators such as

$$
\left.\begin{array}{l}
V_{i j}\left(\boldsymbol{x}_{l}\right) R\left(\boldsymbol{x}_{1}\right) * \ldots * R\left(\boldsymbol{x}_{k}\right) * R_{0}\left(\boldsymbol{x}_{p}\right) * \ldots * R_{0}\left(\boldsymbol{x}_{q}\right)  \tag{1.7.26}\\
(l=1,2, \ldots, k ; \quad k+1 \leq p, \ldots, q \leq 2 k-1) .
\end{array}\right\}
$$

We now want to consider operators of the form

$$
\begin{equation*}
Q \equiv\left[R_{b}(\boldsymbol{x}) * R(\boldsymbol{y})\right] V(\boldsymbol{x})\left[R_{a}(\boldsymbol{x}) * R(\boldsymbol{y})\right], \tag{1.7.27}
\end{equation*}
$$

where $R_{a}, R_{b}$, and $R$ may or may not be different resolvents. It is essential that both operators $R(\boldsymbol{y})$ are the same. Also, \| $V(\boldsymbol{x}) R_{p}(\boldsymbol{x}) \|(p=a, b)$ must be bounded uniformly in a region of the form (1.7.19) and \| $V(\boldsymbol{x})\left[R_{p}(\boldsymbol{x}) * R(\boldsymbol{y})\right] \|$ must be bounded. It is assumed that the respective spectra are bounded below, their lower bounds being denoted by $\Lambda_{a}, \Lambda_{b}$, and $\Lambda$.

Writing out eq. (1.7.27) and using eq. (1.2.11), we get

$$
\left.\begin{array}{rl}
(g, Q f) & =-\frac{1}{4 \pi^{2}} \int_{C} d \sigma \int_{D} d \tau\left(g(\boldsymbol{x}, \boldsymbol{y}), R_{b}(\boldsymbol{x} ; \tau) R(\boldsymbol{y} ; \lambda-\tau) V(\boldsymbol{x}) R_{a}(\boldsymbol{x} ; \sigma) R(\boldsymbol{y} ; \lambda-\sigma) f(\boldsymbol{x}, \boldsymbol{y})\right) \\
& =-\frac{1}{4 \pi^{2}} \int_{C} d \sigma \int_{D} \frac{d \tau}{\sigma-\tau}\left(g(\boldsymbol{x}, \boldsymbol{y}), R_{b}(\boldsymbol{x} ; \tau) V(\boldsymbol{x}) R_{a}(\boldsymbol{x} ; \sigma)[R(\boldsymbol{y} ; \lambda-\tau)-R(\boldsymbol{y} ; \lambda-\sigma)] f(\boldsymbol{x}, \boldsymbol{y})\right) . \tag{1.7.28}
\end{array}\right\}
$$

At this point it is convenient to choose as the contours $C$ and $D$ the straight lines

$$
\begin{array}{cl}
\sigma=s e^{i \psi}-s_{0} & (-\infty<s<\infty),  \tag{1.7.29}\\
\tau=t e^{i \psi}-t_{0} & (-\infty<t<\infty),
\end{array}
$$

where we must make sure that

$$
\begin{equation*}
-s_{0}<\Lambda_{a}, \quad-t_{0}<\Lambda_{b}, \quad 0<\delta \leq \psi \leq \pi-\delta . \tag{1.7.30}
\end{equation*}
$$

It is obvious that in choosing $\psi$ we must also take into account the location of the singularities of $R(\boldsymbol{y} ; \lambda-\sigma)$ and $R(\boldsymbol{y} ; \lambda-\tau)$. Furthermore, we take $-t_{0}<-s_{0}$, so that the contour $D$ is on the left of $C$.

It is now easy to evaluate the term on the right-hand side of eq. (1.7.28) which involves $R(\boldsymbol{y} ; \lambda-\sigma)$. For the function

$$
\begin{equation*}
h(\boldsymbol{x}, \boldsymbol{y}) \equiv V(\boldsymbol{x}) R_{a}(\boldsymbol{x} ; \sigma) R(\boldsymbol{y} ; \lambda-\sigma) f(\boldsymbol{x}, \boldsymbol{y}) \tag{1.731}
\end{equation*}
$$

does not depend on $\tau$ and it belongs to $\mathfrak{Z}^{2}(\boldsymbol{x}, \boldsymbol{y})$. Hence if we consider the expression

$$
\begin{equation*}
\int_{D} \frac{d \tau}{\sigma-\tau}\left(g(\boldsymbol{x}, \boldsymbol{y}), R_{b}(\boldsymbol{x} ; \tau) h(\boldsymbol{x}, \boldsymbol{y})\right), \tag{1.7.32}
\end{equation*}
$$

we see that its integrand is a regular function of $\tau$ in the half-plane on the left of $D$. Since in this half-plane the integrand tends to zero faster than $1 /|\tau|$ when $|\tau|$ tends to $\infty$, it follows that the integral (1.7.32) vanishes.

To evaluate the remaining term in eq. (1.7.28), we want to invert the order of integration. Performing the integration with respect to $\sigma$ first, we get a contributon from the pole $\sigma=\tau$ on the left of $C$. Hence in the abbreviated notation (1.7.22), the final result takes the form

$$
\begin{equation*}
\left[R_{b}(\boldsymbol{x}) * R(\boldsymbol{y})\right] V(\boldsymbol{x})\left[R_{a}(\boldsymbol{x}) * R(\boldsymbol{y})\right]=\left[R_{b}(\boldsymbol{x}) V(\boldsymbol{x}) R_{a}(\boldsymbol{x})\right] * R(\boldsymbol{y}) . \tag{1.7.33}
\end{equation*}
$$

It remains to justify the inversion of the order of integration. To check this, we observe that on $D$ the norm \| $V(\boldsymbol{x}) R_{b}(\boldsymbol{x} ; \tau) \|$ is bounded uniformly in $\tau$, by assumption. Furthermore,

$$
\begin{equation*}
\left\|R_{a}(\boldsymbol{x} ; \sigma)\right\| \leq \frac{1}{\left[\operatorname{Im} V\left(\sigma-\Lambda_{a}\right)\right]^{2}}, \quad\|R(\boldsymbol{y} ; \lambda-\tau)\| \leq \frac{1}{[\operatorname{Im} V(\lambda-\tau-\Lambda)]^{2}} \tag{1.7.34}
\end{equation*}
$$

Hence to be able to apply the theorem on the inversion of Riemann integrals (Titchmarsh (15) section 1.85) it suffices to show that

$$
\begin{equation*}
I \equiv \int_{-\infty}^{\infty} d s \int_{-\infty}^{\infty} d t \frac{1}{|\sigma-\tau|} \frac{1}{\left[\operatorname{Im} /\left(\sigma-\Lambda_{a}\right)\right]^{2}} \frac{1}{[\operatorname{Im} /(\lambda-\tau-\Lambda)]^{2}}<\infty, \tag{1.7.35}
\end{equation*}
$$

and that the integrals

$$
\begin{align*}
I_{s} & \equiv \int_{-\infty}^{\infty} \frac{1}{|\sigma-\tau|} \frac{1}{[\operatorname{Im} V(\lambda-\tau-\Lambda)]^{2}} d t \\
I_{t} & \equiv \int_{-\infty}^{\infty} \frac{1}{|\sigma-\tau|} \frac{1}{\left[\operatorname{Im} \downarrow /\left(\sigma-\Lambda_{a}\right)\right]^{2}} d s \tag{1.7.36}
\end{align*}
$$

converge uniformly with respect to $s$ and $t$, respectively.

As for $I$, it follows from Hölder's inequality that

$$
\begin{gather*}
I \leq\left[\int_{-\infty}^{\infty} d s \int_{-\infty}^{\infty} d t \frac{1}{|\sigma-\tau|^{\frac{3}{2}}} \frac{1}{\left[\operatorname{Im~V}\left(\sigma-\Lambda_{a}\right)\right]^{3}}\right]^{\frac{1}{3}}\left[\int_{-\infty}^{\infty} d s \int_{-\infty}^{\infty} d t \frac{1}{|\sigma-\tau|^{\frac{3}{2}}[\operatorname{Im} V(\lambda-\tau-\Lambda)]^{3}}\right]^{\frac{1}{3}}  \tag{1.7.37}\\
\times\left[\int_{-\infty}^{\infty} d s \int_{-\infty}^{\infty} d t \frac{1}{\left[\operatorname{Im~V} /\left(\sigma-\Lambda_{a}\right)\right]^{3}} \frac{1}{[\operatorname{Im} V(\lambda-\tau-\Lambda)]^{3}}\right]^{\frac{1}{3}} .
\end{gather*}
$$

Now it is easily checked that $\int_{-\infty}^{\infty}|\sigma-\tau|^{-\frac{3}{2}} d t$ is bounded uniformly in $s$. Also $\int_{-\infty}^{\infty}\left[\operatorname{Im} V\left(\sigma-\Lambda_{a}\right)\right]^{-3} d s$ is convergent by the argument presented in section 1.6.2. Hence the first factor in eq. (1.7.37) is finite, and similarly for the remaining factors. Hence eq. (1.7.35) is satisfied.

In connection with $I_{t}$ we have

$$
\begin{equation*}
\int_{T}^{\infty} \frac{1}{|\sigma-\tau|\left[\operatorname{Im} V\left(\sigma-\Lambda_{a}\right)\right]^{2}} d s \leq\left[\int_{-\infty}^{\infty} \frac{1}{|\sigma-\tau|^{2}} d s\right]^{\frac{1}{2}}\left[\int_{T}^{\infty} \frac{1}{\left[\operatorname{Im} /\left(\sigma-\Lambda_{a}\right)\right]^{4}} d s\right]^{\frac{1}{2}} \tag{1.7.38}
\end{equation*}
$$

which clearly demonstrates the required uniform convergence. This completes the proof of eq. (1.7.33).

The proof of eq. (1.7.33) can easily be extended to show that

$$
\left.\begin{array}{c}
{\left[R_{c}(\boldsymbol{x}) * R_{q}(\boldsymbol{y})\right] V(\boldsymbol{x})\left\{\left[R_{b}(\boldsymbol{x}) V(\boldsymbol{x}) R_{a}(\boldsymbol{x})\right] *\left[R_{q}(\boldsymbol{y}) V(\boldsymbol{y}) R_{p}(\boldsymbol{y})\right]\right\}}  \tag{1.7.39}\\
=\left[R_{c}(\boldsymbol{x}) V(\boldsymbol{x}) R_{b}(\boldsymbol{x}) V(\boldsymbol{x}) R_{a}(\boldsymbol{x})\right] *\left[R_{q}(\boldsymbol{y}) V(\boldsymbol{y}) R_{p}(\boldsymbol{y})\right]
\end{array}\right\}
$$

and similarly for more complicated cases. The essential point about eq. (1.7.39) is that it contains a product $R_{q}(\boldsymbol{y}) R_{q}(\boldsymbol{y})$ which is reduced to a single factor $R_{q}(\boldsymbol{y})$. In the course of the proof, it must be assumed that various operators of the form $V R$ are suitably bounded. It is not difficult to see that this condition is fulfilled in all cases in which eq. (1.7.39) is used in the next section.

### 1.7.3. An analysis of the multiple sum

We are now in a position to study the operator which on the right-hand side of eq. (1.7.2) acts on $R(n, 1)$. Let us choose a particular term of the multiple sum. This is characterized by a certain set $p(n-1), p(n-2), \ldots, p(2)$. Let us further assume that the division $(n, 2)_{p(2)}$ in question consists of two groups of at least two particles each. Then it is convenient to use internal coordinates $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ and a relative coordinate $\boldsymbol{x}_{3}$ as in section 1.7.2. With this choice of coordinates, eqs. (1.7.22) and (1.7.24) show that

$$
\begin{equation*}
R(n, 2)_{p(2)}=R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) * R_{0}\left(\boldsymbol{x}_{3}\right) . \tag{1.7.40}
\end{equation*}
$$

Since in the expression we are considering $(n, 3)_{p(3)} \subset(n, 2)_{p(2)}$, the operator $R(n, 3)_{p(3)}$ [ $V(n, 2)_{p(2)}-V(n, 3)_{p(3)}$ ] which acts on $R(n, 2)_{p(2)}$ refers to a further splitting of the two groups of particles. It does not change the situation with respect to $\boldsymbol{x}_{3}$. Hence the function $V(n, 2)_{p(2)}-V(n, 3)_{p(3)}$ depends on $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}$ but not on $\boldsymbol{x}_{3}$, and we have essentially

$$
\begin{equation*}
R(n, 3)_{p(3)}\left[V(n, 2)_{p(2)}-V(n, 3)_{p(3)}\right]=\left[R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) * R_{0}\left(\boldsymbol{x}_{3}\right)\right] V\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) \tag{1.7.41}
\end{equation*}
$$

where $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ is some resolvent, not the same as in eq. (1.7.40). Since the operators $R_{0}\left(\boldsymbol{x}_{3}\right)$ in eqs. (1.7.40) and (1.7.41) are the same, viz. the resolvent for two particles without interaction, we can apply eq. (1.7.33) with the result that

$$
\left.\begin{array}{c}
Q \equiv R(n, 3)_{p(3)}\left[V(n, 2)_{p(2)}-V(n, 3)_{p(3)}\right] R(n, 2)_{p(2)}  \tag{1.7.42}\\
=\left[R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) V\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right] * R_{0}\left(\boldsymbol{x}_{3}\right) .
\end{array}\right\}
$$

With the help of eq. (1.7.39) the argument can be extended to the remaining factors in eq. (1.7.2). In the present symbolic notation this finally yields

$$
\left.\begin{array}{rl} 
& (-1)^{n-1} R(n, n) V(n, n-1)_{p(n-1)} \cdots R(n, 2)_{p(2)}  \tag{1.7.43}\\
= & -\left[(-1)^{n} R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) V\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) \ldots R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)\right] * R_{0}\left(\boldsymbol{x}_{3}\right) .
\end{array}\right\}
$$

We must now analyse the term in square brackets in eq. (1.7.43). Since each resolvent $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ refers to a system split into groups of particles with coordinates $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$, respectively, it can be written in the form of a convolution according to eq. (1.7.22). In particular, if in the division $(n, 2)_{p(2)}$ there are $n_{1}$ particles with coordinates $\boldsymbol{x}_{1}$, and $n_{2}$ particles with coordinates $\boldsymbol{x}_{2}$, then the factor $R\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ which derives from $R(n, 2)_{p(2)}$ can be obtained from a convolution of the resolvents for $n_{1}$ and $n_{2}$ particles with all their interactions. To bring this out in the notation, we write, with eq. (1.7.40),

$$
\begin{equation*}
R(n, 2)_{p(2)}=R\left(\boldsymbol{x}_{1} ; n_{1}, 1\right) * R\left(\boldsymbol{x}_{2} ; n_{2}, 1\right) * R\left(\boldsymbol{x}_{3} ; 2,2\right), \tag{1.7.44}
\end{equation*}
$$

where for instance $R\left(\boldsymbol{x}_{3} ; 2,2\right)$ is the resolvent for two particles divided into two groups, i. e. two particles without interaction, which acts on functions of $\boldsymbol{x}_{3}$.

To go over from the division $(n, 2)_{p(2)}$ to $(n, 3)_{p(3)} \subset(n, 2)_{p(2)}$, it is necessary to split one of the two groups into two. Let this be the group of $n_{1}$ particles. Then the division $(n, 3)_{p(3)}$ consists of a group of $n_{2}$ particles, plus a composite group of $n_{1}$ particles which itself consists of two subgroups according to a certain splitting $\left(n_{1}, 2\right)_{q(2)}$. In the notation corresponding to eq. (1.7.44), this can be denoted by

$$
\begin{equation*}
R(n, 3)_{p(3)}=R\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)} * R\left(\boldsymbol{x}_{2} ; n_{2}, 1\right) * R\left(\boldsymbol{x}_{3} ; 2,2\right) . \tag{1.7.45}
\end{equation*}
$$

Also, the interaction $V(n, 2)_{p(2)}-V(n, 3)_{p(3)}$, which is the interaction between the two subgroups, is nothing but $V\left(\boldsymbol{x}_{1} ; n_{1}, 1\right)-V\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)}$. Hence with eq. (1.7.42),

$$
\begin{gather*}
Q=\left\{\left[R\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)} * R\left(\boldsymbol{x}_{2} ; n_{2}, 1\right)\right]\left[V\left(\boldsymbol{x}_{1} ; n_{1}, 1\right)-V\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)}\right]\right.  \tag{1.7.46}\\
\left.\times\left[R\left(\boldsymbol{x}_{1} ; n_{1}, 1\right) * R\left(\boldsymbol{x}_{2} ; n_{2}, 1\right)\right]\right\} * R\left(\boldsymbol{x}_{3} ; 2,2\right) .
\end{gather*}
$$

Now we can again apply eq. (1.7.33), with the result that

$$
\begin{gather*}
Q=\left\{R\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)}\left[V\left(\boldsymbol{x}_{1} ; n_{1}, 1\right)-V\left(\boldsymbol{x}_{1} ; n_{1}, 2\right)_{q(2)}\right] R\left(\boldsymbol{x}_{1} ; n_{1}, 1\right)\right\}  \tag{1.7.47}\\
* R\left(\boldsymbol{x}_{2} ; n_{2}, 1\right) * R\left(\boldsymbol{x}_{3} ; 2,2\right)
\end{gather*}
$$

The division $(n, 4)_{p(4)}$ either implies a further splitting among the $n_{1}$ particles, or it splits the group of $n_{2}$ particles. In either case it can be treated in the same way as $(n, 3)_{p(3)}$. Similar remarks apply to all further divisions. Since by the time we have reached the division $(n, n)$, the two groups we began with are completely split up into single particles, it is not difficult to see that we finally obtain

$$
\begin{gather*}
(-1)^{n-1} R(n, n) V(n, n-1)_{p(n-1)} \ldots R(n, 2)_{p(2)} \\
=-\left[(-1)^{n_{1}-1} R\left(n_{1}, n_{1}\right) V\left(n_{1}, n_{1}-1\right)_{q_{1}\left(n_{1}-1\right)} \ldots R\left(n_{1}, 1\right)\right] \\
*\left[(-1)^{n_{2}-1} R\left(n_{2}, n_{2}\right) V\left(n_{2}, n_{2}-1\right)_{q_{2}\left(n_{2}-1\right)} \ldots R\left(n_{2}, 1\right)\right] * R(2,2),  \tag{1.7.48}\\
(n, n-1)_{p(n-1)} \subset(n, n-2)_{p(n-2)} \subset \ldots \subset(n, 2)_{p(2)}, \\
\quad\left(n_{1}, n_{1}-1\right)_{q_{1}\left(n_{1}-1\right)} \subset\left(n_{1}, n_{1}-2\right)_{q_{1}\left(n_{1}-2\right)} \subset \ldots \subset\left(n_{1}, 2\right)_{q_{1}(2)}, \\
\left(n_{2}, n_{2}-1\right)_{q_{2}\left(n_{2}-1\right)} \subset\left(n_{2}, n_{2}-2\right)_{q_{2}\left(n_{2}-2\right)} \subset \ldots \subset\left(n_{2}, 2\right)_{q_{2}(2)} .
\end{gather*}
$$

### 1.7.4. The kernel

If we compare eqs. (1.7.2) and (1.7.48), we observe that the expressions in square brackets on the right-hand side of eq. (1.7.48) are nothing but terms in the multiple sums in the equations for $R\left(n_{1}, 1\right)$ and $R\left(n_{2}, 1\right)$. Let us therefore assume that by a previous analysis these were shown to be integral operators with kernels of the form

$$
\begin{equation*}
F_{q}^{(m)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) \equiv \int K_{q}^{(m)}(\boldsymbol{x}, \boldsymbol{z} ; \lambda) G^{(m)}(\boldsymbol{z}, \boldsymbol{y} ; \lambda) d \boldsymbol{z} \quad\left(m=n_{1}, n_{2}\right), \tag{1.7.49}
\end{equation*}
$$

where $G^{(m)}$ is the Green function corresponding to $R(m, 1)$ and $K_{q}^{(m)}$ is a kernel belonging to $\mathfrak{Z}^{2}$. Let us also assume that it was established that

$$
\left.\begin{array}{c}
\|R(\lambda ; m, 1)\| \leq\left[\operatorname{Im} V\left(\lambda-\Lambda^{(m)}\right)\right]^{-2}, \\
\left|K_{q}^{(m)}(\lambda)\right| \leq \text { const. }\left|\lambda-\Lambda^{(m)}\right|^{m-2}\left[\operatorname{Im} V\left(\lambda-\Lambda_{-}^{(m)}\right)\right]^{-\frac{5}{2} m+\frac{9}{2}}, \tag{1.7.50}
\end{array}\right\}
$$

where $\Lambda^{(m)}$ is the lower bound of the spectrum of $H(m, 1)$. These assumptions are in agreement with what we know for $m=2$ and $m=3$. In particular, the bound for $\left|K_{q}^{(m)}\right|$ agrees with eqs. (1.3.4) and (1.6.23).

Under the above assumptions we get the equality

$$
\left.\begin{array}{c}
-\left(g,\left[(-1)^{n_{1}-1} R\left(n_{1}, n_{1}\right) V\left(n_{1}, n_{1}-1\right)_{q_{1}\left(n_{1}-1\right)} \ldots R\left(n_{1}, 1\right)\right]\right. \\
\left.*\left[(-1)^{n_{2}-1} R\left(n_{2}, n_{2}\right) V\left(n_{2}, n_{2}-1\right)_{q_{2}\left(n_{2}-1\right)} \ldots R\left(n_{2}, 1\right)\right] f\right)  \tag{1.7.51}\\
=-\frac{1}{2 \pi i} \int_{C} d \sigma \int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int_{q_{2}}^{\left(n_{2}\right)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) F_{q_{1}}^{\left(n_{1}\right)}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}
\end{array}\right\}
$$

for any $f$ and $g$ in $\Omega^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$. It is now shown first of all that if $\lambda$ is inside the complex plane cut from $\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}$ to $\infty$,

$$
\begin{equation*}
I \equiv\left\{\int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int d \boldsymbol{y}_{1} d \boldsymbol{y}_{2}\left[\int_{C}\left|F_{q_{2}}^{\left(n_{2}\right)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) F_{q_{1}}^{\left(n_{1}\right)}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right)\right| d \sigma\right]^{2}\right\}^{\frac{1}{2}}<\infty . \tag{1.7.52}
\end{equation*}
$$

From this it follows with Fubini's theorem that on the right-hand side of eq. (1.7.51) the integration with respect to $\sigma$ may be performed first, provided we are willing to consider it as a Lebesgue integration. If this is done, we get an expression of the form

$$
\left.\begin{array}{c}
-\int \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \int\left[F_{q_{1}}^{\left(n_{1}\right)} * F_{q_{2}}^{\left(n_{2}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2},  \tag{1.7.53}\\
{\left[F_{q_{1}}^{\left(n_{1}\right)} * F_{q_{2}}^{\left(n_{2}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \lambda\right) \equiv \frac{1}{2 \pi i} \int_{C} F_{q_{2}}^{\left(n_{2}\right)}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2} ; \lambda-\sigma\right) F_{q_{1}}^{\left(n_{1}\right)}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1} ; \sigma\right) d \sigma .}
\end{array}\right\}
$$

If eq. (1.7.52) holds true, the kernel defined in the second line of eq. (1.7.53) belongs to $\mathfrak{2}^{2}$, its $\mathbf{\mathfrak { Z }}^{2}$-norm not exceeding $I$.

To prove the assertion (1.7.52), we deduce from eq. (1.7.50) that

$$
\begin{align*}
& I \leq \text { const. } \int_{C}\left|\sigma-\Lambda^{\left(n_{1}\right)}\right|^{n_{1}-2}\left[\operatorname{Im} V\left(\sigma-\Lambda^{\left(n_{1}\right)}\right)\right]^{-\frac{5}{2} n_{1}+\frac{5}{2}}  \tag{1.7.54}\\
& \times\left|\lambda-\sigma-\Lambda^{\left(n_{2}\right)}\right|^{n_{2}-2}\left[\operatorname{Im} V\left(\lambda-\sigma-\Lambda^{\left(n_{2}\right)}\right)\right]^{-\frac{5}{2} n_{2}+\frac{5}{2}} d \sigma
\end{align*}
$$

If we now write

$$
\begin{equation*}
\lambda-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}=l e^{i \varphi} \tag{1.7.55}
\end{equation*}
$$

and for the contour $C$ take the straight line

$$
\begin{equation*}
\sigma=s e^{\frac{1}{2} i \varphi}-\frac{1}{2} l+\Lambda^{\left(n_{1}\right)} \quad(-\infty<s<\infty), \tag{1.7.56}
\end{equation*}
$$

then the imaginary parts in eq. (1.7.54) take exactly the forms given on the righthand sides of eq. (1.6.15). With these expressions, it is not difficult to check that

$$
\begin{equation*}
\left|\sigma-\Lambda^{\left(n_{1}\right)}\right|\left[\operatorname{Im} V\left(\sigma-\Lambda^{\left(n_{1}\right)}\right)\right]^{-2} \leq 4\left(\sin \frac{1}{2} \varphi\right)^{-2} \tag{1.7.57}
\end{equation*}
$$

and that the same bound applies to the corresponding term with $\lambda-\sigma-\Lambda^{\left(n_{2}\right)}$. Inserting these results in eq. (1.7.54) yields with Hölder's inequality that
$I \leq$ const. $\left(\sin \frac{1}{2} \varphi\right)^{-2 n+8} \int_{-\infty}^{\infty}\left[t \cos \frac{1}{2} \varphi+\frac{1}{2} l \sin ^{2} \frac{1}{2} \varphi+\left(t^{2}+\frac{1}{4} l^{2} \sin ^{2} \frac{1}{2} \varphi\right)^{\frac{1}{2}}\right]^{-\frac{1}{4} n-\frac{3}{2}} d t$,
where we have written $n_{1}+n_{2}=n$. The reasoning applied to eq. (1.6.16) can now be used to show that

$$
\begin{equation*}
I \leq \text { const. }\left|\lambda-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right|^{n-3}\left[\operatorname{Im} \mid\left(\lambda-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right)\right]^{-\frac{5}{2} n+5}, \tag{1.7.59}
\end{equation*}
$$

so that eq. (1.7.52) is indeed satisfied.
The conclusion is thus far that if $\lambda$ is inside the complex plane cut from $\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}$ to $\infty$, the operator on the left-hand side of eq. (1.7.51) is an integral operator which in the space $\mathfrak{\Omega}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$ belongs to $\mathfrak{Z}^{2}$. According to eq. (1.7.48), the operator in question plays a prominent part in the equation for $R(n, 1)$, eq. (1.7.2). To discuss the latter equation more fully, particularly the term of the multiple sum we are considering in the present section, we note that the factor $V(n, 1)-V(n, 2)_{p(2)}$ stands for the interaction between the groups of $n_{1}$ and $n_{2}$ particles which together form the division $(n, 2)_{p(2)}$. Consequently, this factor depends in an essential way on the distance between the centres of mass of the two groups, which was denoted by $\boldsymbol{x}_{3}$. To bring this out explicitly, we note that since $\boldsymbol{x}_{1}$ describes the internal motion of $n_{1}$ particles, it must have $n_{1}-1$ three-dimensional components. Let us denote these by $\boldsymbol{x}_{1, r}\left(r=1,2, \ldots, n_{1}-1\right)$, and let us denote the components of $\boldsymbol{x}_{2}$ by $\boldsymbol{x}_{2, s}(s=1,2$, $\left.\ldots, n_{2}-1\right)$. Then if we take into account all the two-particle interactions between the two groups considered, we get

$$
\begin{equation*}
V(n, 1)-V(n, 2)_{p(2)}=\sum_{i, j} V_{i j}\left(\sum_{r} c_{i j}^{1, r} \boldsymbol{x}_{1, r}+\sum_{s} c_{i j}^{2, s} \boldsymbol{x}_{2, s}+c_{i j}^{3} \boldsymbol{x}_{3}\right), \tag{1.7.60}
\end{equation*}
$$

with certain coefficients $c$. The point is now that none of the coefficients $c_{i j}^{3}$ vanishes, owing to the meaning of the interactions $V_{i j}$ involved in eq. (1.7.60). Hence if either side of eq. (1.7.60) is denoted by $V_{p}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$, it follows that $V_{p}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$ belongs to $\mathfrak{R}^{2}\left(\boldsymbol{x}_{3}\right)$.

Combining this result with eqs. (1.7.48), (1.7.51), (1.7.53), we now consider

$$
\left.\begin{array}{c}
\left(g,(-1)^{n-1} R(n, n) V(n, n-1)_{p(n-1)} \ldots R(n, 2)_{p(2)}\left[V(n, 1)-V(n, 2)_{p(2)}\right] f\right) \\
\quad 1 \int_{2} \int_{D} d \tau \int_{D} \bar{g}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right) d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} d \boldsymbol{x}_{3} \oint\left[F_{q_{1}}^{\left(n_{1}\right)} * F_{q_{2}}^{\left(n_{2}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \tau\right)  \tag{1.7.61}\\
\times G_{0}^{(2)}\left(\boldsymbol{x}_{3}, \boldsymbol{y}_{3} ; \lambda-\tau\right) V_{p}\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{y}_{3}\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{y}_{3}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2} d \boldsymbol{y}_{3}
\end{array}\right\}
$$

for any $f$ and $g$ in $\stackrel{【}{2}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right)$. From eqs. (1.6.10) and (1.7.59), it is clear that

$$
\left.\begin{array}{l}
\left.J \equiv\left\{\int_{0}^{0} d \boldsymbol{x} d \boldsymbol{y}\left[\int_{D} \mid F_{q_{1}}^{\left(n_{1}\right)} * F_{q_{1}}^{\left(n_{2}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \tau\right) G_{0}^{(2)}\left(\boldsymbol{x}_{3}, \boldsymbol{y}_{3} ; \lambda-\tau\right) V_{p}(\boldsymbol{y}) \mid d \tau\right]^{2}\right\} \left.^{\frac{1}{2}} \right\rvert\,  \tag{1.7.62}\\
\leq \text { const. } \int_{D}\left|\tau-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right|^{n-3}\left[\operatorname{Im} V\left(\tau-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right)\right]^{-\frac{5}{2} n+5}[\operatorname{Im} V(\lambda-\tau)]^{-\frac{1}{2}} d \tau .
\end{array}\right\}
$$

By the method applied to $I$ above, this can be further reduced to

$$
\begin{equation*}
J \leq \text { const. }\left|\lambda-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right|^{n-2}\left[\operatorname{Im} V\left(\lambda-\Lambda^{\left(n_{1}\right)}-\Lambda^{\left(n_{2}\right)}\right)\right]^{-\frac{5}{2}} n+\frac{9}{2} . \tag{1.7.63}
\end{equation*}
$$

Hence $J$ is finite if $\lambda$ is inside the complex plane cut from $\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}$ to $\infty$. Then in eq. (1.7.61) the integration with respect to $\tau$ may be performed first. And if we define

$$
\left.\equiv-\frac{1}{2 \pi i} \int_{{ }_{D}(n)}^{K_{D}^{(n)}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{y}_{3} ; \lambda\right)}\left(n_{1}\right) * F_{q_{2}}^{\left(n_{2}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2} ; \tau\right) G_{0}^{(2)}\left(\boldsymbol{x}_{3}, \boldsymbol{y}_{3} ; \lambda-\tau\right) V_{p}\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \boldsymbol{y}_{3}\right) d \tau,
$$

it follows that the operator on the left-hand side of eq. (1.7.61) is an integral operator with kernel $K_{p}^{(n)}$. It belongs to $\mathfrak{2}^{2}$, and its $\mathfrak{2}^{2}$-norm does not exceed $J$.

The foregoing analysis applies to all the terms in the multiple sum in eq. (1.7.2) for which the division $(n, 2)_{p(2)}$ consists of two groups of at least two particles each. In the case of a division into a group of $n-1$ particles plus one single particle, we can confine ourselves to a set of $n-2$ internal coordinates $\boldsymbol{x}$ within the large group, plus a coordinate $\boldsymbol{x}_{3}$ for the distance between the centre of mass of this group and the last particle. We still want to use eq. (1.7.43), but we may skip equations (1.7.44) to (1.7.48) and (1.7.51) to (1.7.59). For it is easily seen that in the simple case in question the operator in square brackets in eq. (1.7.43) is a term of the multiple sum in the equation for $R(n-1,1)$. Hence by assumption it is of the form $F_{q}^{(n-1)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda)$ given by eq. (1.7.49), with $K_{q}^{(n-1)}$ and $R(n-1,1)$ satisfying eq. (1.7.50). According to this assumption, $F_{q}^{(n-1)}$ belongs to $\mathbf{\Omega}^{2}$, and

$$
\begin{equation*}
\left|F_{q}^{(n-1)}(\lambda)\right| \leq \text { const. }\left|\lambda-\Lambda^{(n-1)}\right|^{n-3}\left[\operatorname{Im} \mid /\left(\lambda-\Lambda^{(n-1)}\right)\right]^{-\frac{5}{2} n+5} . \tag{1.7.65}
\end{equation*}
$$

The argument applied to eq. (1.7.61) can now be used to show that corresponding to eq. (1.7.64) we get a kernel

$$
\begin{equation*}
K_{p}^{(n)}\left(\boldsymbol{x}, \boldsymbol{x}_{3}, \boldsymbol{y}, \boldsymbol{y}_{3} ; \lambda\right) \equiv-\frac{1}{2 \pi i} \int_{D} F_{q}^{(n-1)}(\boldsymbol{x}, \boldsymbol{y} ; \tau) G_{0}^{(2)}\left(\boldsymbol{x}_{3}, \boldsymbol{y}_{3} ; \lambda-\tau\right) V_{p}\left(\boldsymbol{y}, \boldsymbol{y}_{3}\right) d \tau \tag{1.7.66}
\end{equation*}
$$

the $\mathfrak{\Sigma}^{2}$-norm of which does not exceed

$$
\begin{equation*}
J \leq \text { const. }\left|\lambda-\Lambda^{(n-1)}\right|^{n-2}\left[\operatorname{Im} V\left(\lambda-\Lambda^{(n-1)}\right)\right]^{-\frac{5}{2}} n+\frac{9}{2} . \tag{1.7.67}
\end{equation*}
$$

This is a bound of the same form as eq. (1.7.63), which is thus seen to apply to all the terms in the multiple sum of eq. (1.7.2).

The general result is therefore that the resolvent equation for $n$ particles is equivalent to an equation of the form

$$
\left.\begin{array}{c}
h(\boldsymbol{x} ; \lambda ; n, 1)=\sum_{k=2}^{n} \sum_{p(k)=1}^{N(n, k)}(-1)^{k}(k-1)!h(\boldsymbol{x} ; \lambda ; n, k)_{p(k)}+\int_{p} \sum_{p}^{(n)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) h(\boldsymbol{y} ; \lambda ; n, 1) d \boldsymbol{y},  \tag{1.7.68}\\
h(\boldsymbol{x} ; \lambda ; n, k)_{p(k)} \equiv R(\boldsymbol{x} ; \lambda ; n, k)_{p(k)} f(\boldsymbol{x}),
\end{array}\right\}
$$

where $\boldsymbol{x}$ now stands for all the space coordinates. If for $m$ particles ( $m=2,3, \ldots, n-1$ ) the kernels $K_{q}^{(m)}$ and the Green function $G^{(m)}$ are known, the kernels $K_{p}^{(n)}$ in eq. (1.7.68) can be found with convolutions according to eqs. (1.7.49), (1.7.53), and (1.7.64), cq. (1.7.66). All the functions $h(\boldsymbol{x} ; \lambda ; n, k)_{p(k)}$ with $k \geq 2$ can likewise be obtained from the Green functions for less than $n$ particles. For it follows directly from eq. (1.7.25) that the inner product $\left(g, R(n, k)_{p(k)} f\right)$ can be evaluated by convolutions, and the argument used to get eq. $(1.5 .21)$ shows that this result can be carried over to the function $R(n, k)_{p(k)} f$ itself. Hence eq. (1.7.68) can be considered as an integral equation for the unknown function $h(\boldsymbol{x} ; \lambda ; n, 1)$. And since its kernel belongs to $\mathfrak{Z}^{2}$, it can be solved and further analysed by the methods outlined in section 1.3 .

It is obvious that in doing so we have to confine ourselves to the $\lambda$-plane cut from a suitable point $M^{(n)}$ to $\infty$. For in constructing the various kernels $K_{p}^{(n)}$, we had to observe cuts from $\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}$ to $\infty$, or from $\Lambda^{(n-1)}$ to $\infty$. And the convolutions by which we want to find the functions $R(n, k)_{p(k)} f$ with $k \geq 2$ necessitate similar cuts. Now the spectrum of $H(n, 1)$ has a lower bound, say $\Lambda^{(n)}$. It is discussed in section 1.7.6 that this does not exceed $M^{(n)}$. In particular,

$$
\begin{equation*}
\Lambda^{(n)} \leq \Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)} \quad\left(n_{1}+n_{2}=n\right), \quad \Lambda^{(n)} \leq \Lambda^{(n-1)} . \tag{1.7.69}
\end{equation*}
$$

Hence according to eqs. (1.7.63), (1.7.67) and (1.4.36),

$$
\left.\begin{array}{c}
\left|K_{p}^{(n)}(\lambda)\right| \leq \text { const. }\left|\lambda-\Lambda^{(n)}\right|^{n-2}\left[\operatorname{Im} V\left(\lambda-\Lambda^{(n)}\right)\right]^{-\frac{5}{2} n+\frac{2}{2}},  \tag{1.7.70}\\
\|R(\lambda ; n, 1)\| \leq\left[\operatorname{Im} V\left(\lambda-\Lambda^{(n)}\right)\right]^{-2}
\end{array}\right\}
$$

which is of exactly the same form as the assumed relations (1.7.50).

### 1.7.5. The Green function

It is the purpose of the present section to show that there is a Green function $G^{(n)} \equiv G(n, 1)$ such that for every $f$ in $\mathfrak{Z}^{2}$

$$
\begin{equation*}
R(\boldsymbol{x} ; \lambda ; n, 1) f(\boldsymbol{x})=\int G^{(n)}(\boldsymbol{x}, \boldsymbol{y} ; \lambda) f(\boldsymbol{y}) d \boldsymbol{y} \tag{1.7.71}
\end{equation*}
$$

Since the kernel of the resolvent equation belongs to $\mathfrak{Z}^{2}$, it follows from the analysis used to obtain eq. (1.3.11) that to prove eq. (1.7.71), it is sufficient to show that there are Green functions for all the resolvents $R(n, k)_{p(k)}$ with $k \geq 2$, and to check that these satisfy symmetry relations analogous to eqs. (1.5.46) and (1.5.47).

To find an expression for the Green functions in question, we rewrite the resolvent equation in the symbolic form

$$
\begin{equation*}
R(n, 1)=\sum c_{k} R\left(n_{1}, 1\right) * R\left(n_{2}, 1\right) * \ldots * R\left(n_{k}, 1\right) * R_{0} * \ldots * R_{0}+K^{(n)} R(n, 1) \tag{1.7.72}
\end{equation*}
$$

where for the known resolvents $R(n, k)_{p(k)}$ with $k \geq 2$ we have used eq. (1.7.25). The $c_{k}$ are certain constants, the summation is to be taken with respect to all possible divisions. It is obvious that in eq. (1.7.72) $n_{i} \leq n-1(i=1,2, \ldots, k)$.

Let us now replace all the resolvents $R\left(n_{i}, 1\right)$ in eq. (1.7.72) by the right-hand sides of their resolvent equations. This yields a multiple sum a typical term of which is of the form

$$
\begin{equation*}
\left[K^{\left(n_{1}\right)} R\left(n_{1}, 1\right)\right] *\left[K^{\left(n_{2}\right)} R\left(n_{2}, 1\right)\right] * R\left(n_{p}, 1\right) * \ldots * R\left(n_{q}, 1\right) * R_{0} * \ldots * R_{0} \tag{1.7.73}
\end{equation*}
$$

It contains a certain number, possibly 0 , factors of the form $K R$, several factors $R$, and several factors $R_{0}$. In the factors $R$ we have $n_{p}, \ldots, n_{q} \leq n-2$. To reduce the expression (1.7.73) further, we now replace the resolvents $R\left(n_{p}, 1\right), \ldots, R\left(n_{q}, 1\right)$ by the right-hand sides of their resolvent equations, and so on. In this way we finally obtain a multiple sum consisting of terms of the form

$$
\begin{equation*}
\left[K^{\left(n_{1}\right)} R\left(n_{1}, 1\right)\right] *\left[K^{\left(n_{2}\right)} R\left(n_{2}, 1\right)\right] * \ldots *\left[K^{\left(n_{j}\right)} R\left(n_{j}, 1\right)\right] * R_{0} * \ldots * R_{0} \tag{1.7.74}
\end{equation*}
$$

Here the convolutions may be performed in any desired order. For it was pointed out already in eq. (1.7.23) that this may be done in the case of three or more resolvents. And according to the resolvent equation, the quantities $K^{\left(n_{i}\right)} R\left(n_{i}, 1\right)$ are nothing but sums of resolvents.

Let us therefore begin with the multiple convolution $R_{0} * \ldots * R_{0}$. According to eqs. (1.5.27) and (1.2.17), this yields a certain Hankel function,

$$
\begin{equation*}
G_{0}^{\left(n^{\prime}\right)}\left(\boldsymbol{x}_{j+1}, \boldsymbol{y}_{j+1} ; \lambda\right)=\frac{i}{4}\left[\frac{V \lambda}{2 \pi\left|\boldsymbol{x}_{j+1}-\boldsymbol{y}_{j+1}\right|}\right]^{\frac{3}{2} n^{\prime}-\frac{5}{2}} H_{\frac{3}{2}}^{(1)} n^{\prime}-\frac{5}{2}\left(\sqrt{\lambda}\left|\boldsymbol{x}_{j+1}-\boldsymbol{y}_{j+1}\right|\right), \tag{1.7.75}
\end{equation*}
$$

where the number of dimensions of $\boldsymbol{x}_{j+1}$ and $\boldsymbol{y}_{j+1}$ is $3 n^{\prime}-3$. Obviously $n^{\prime} \leq n$, the sign of equality applying only if there are no factors $K R$.

As for the operators $K R$, we assume as before that these are integral operators with kernels of the form $F$ satisfying eqs. (1.7.49) and (1.7.50). If in general

$$
\begin{equation*}
K^{\left(n_{i}\right)} R\left(n_{i}, 1\right) f\left(\boldsymbol{x}_{i}\right)=\int F^{\left(n_{i}\right)}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \lambda\right) f\left(\boldsymbol{y}_{i}\right) d \boldsymbol{y}_{i}, \tag{1.7.76}
\end{equation*}
$$

where in the space $\mathbb{Z}^{2}\left(\boldsymbol{x}_{i}\right)$

$$
\begin{equation*}
\left|F^{\left(n_{i}\right)}(\lambda)\right|_{x_{i}} \leq \text { const. }\left|\lambda-\Lambda^{\left(n_{i}\right)}\right|^{n_{i}-2}\left[\operatorname{Im} /\left(\lambda-\Lambda^{\left(n_{i}\right)}\right)\right]^{-\frac{5}{2} n_{i}+\frac{5}{2}}, \tag{1.7.77}
\end{equation*}
$$

then it follows immediately from the reasoning developed in the previous section that $(K R) *(K R)$ is an integral operator,

$$
\begin{gather*}
\left\{\left[K^{\left(n_{i}\right)} R\left(n_{i}, 1\right)\right] *\left[K^{\left(n_{j}\right)} R\left(n_{j}, 1\right)\right]\right\} f\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right) \\
=\int\left[F^{\left(n_{i}\right)} * F^{\left(n_{j}\right)}\right]\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}, \boldsymbol{y}_{i}, \boldsymbol{y}_{j} ; \lambda\right) f\left(\boldsymbol{y}_{i}, \boldsymbol{y}_{j}\right) d \boldsymbol{y}_{i} d \boldsymbol{y}_{j} \tag{1.7.78}
\end{gather*}
$$

where now in the space $\Omega^{2}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$

$$
\begin{equation*}
\left|\left[F^{\left(n_{i}\right)} \geqslant F^{\left(n_{j}\right)}\right](\lambda)\right|_{x_{i}, x_{j}} \leq \text { const. }\left|\lambda-\Lambda^{\left(n_{i}\right)}-\Lambda^{\left(n_{j}\right)}\right|^{n_{i}+n_{j}-3}\left[\operatorname{Im} V\left(\lambda-\Lambda^{\left(n_{i}\right)}-\Lambda^{\left(n_{j}\right)}\right)\right]^{-\frac{5}{2}\left(n_{i}+n_{j}\right)+5} \tag{1.7.79}
\end{equation*}
$$

This result can easily be extended to

$$
\begin{gather*}
\left\{\left[K^{\left(n_{1}\right)} R\left(n_{1}, 1\right)\right] *\left[K^{\left(n_{2}\right)} R\left(n_{2}, 1\right)\right] * \ldots *\left[K^{\left(n_{j}\right)} R\left(n_{j}, 1\right)\right]\right\} f\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{j}\right) \\
=\int\left[F^{\left(n_{1}\right)} * F^{\left.\left(n_{2}\right) * \ldots * F^{\left(n_{j}\right)}\right]\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{j} ; \lambda\right) f\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{j}\right) d \boldsymbol{y}_{1} d \boldsymbol{y}_{2} \ldots d \boldsymbol{y}_{j},}\right\} \tag{1.7.80}
\end{gather*}
$$

the norm of the integral kernel satisfying

$$
\left.\begin{array}{c}
\left|\left[F^{\left(n_{1}\right)} * F^{\left(n_{2}\right)} * \ldots * F^{\left(n_{j}\right)}\right](\lambda)\right|_{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{j}}  \tag{1.7.81}\\
\leq \text { const. }\left|\lambda-\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}\right| n^{n^{\prime \prime-j-1}}\left[\operatorname{Im} V\left(\lambda-\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}\right)\right]-\frac{5}{2} n^{\prime \prime}+\frac{5}{2} j, n^{\prime \prime} \equiv \sum_{i=1}^{j} n_{i}
\end{array}\right\}
$$

To establish that the operator (1.7.74) is an integral operator, it remains to investigate

$$
\begin{gather*}
\left.I \equiv \frac{1}{2 \pi} \int_{C} d \sigma \int d \boldsymbol{x}_{1} \ldots d \boldsymbol{x}_{j} d \boldsymbol{x}_{j+1} \int d \boldsymbol{y}_{1} \ldots d \boldsymbol{y}_{j} d \boldsymbol{y}_{j+1} \right\rvert\, \bar{g}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{x}_{j+1}\right)  \tag{1.7.82}\\
\left.\times\left[F^{\left(n_{1}\right)} \not \ldots \not \approx F^{\left(n_{j}\right)}\right]\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{j} ; \sigma\right) G_{0}^{\left(n^{\prime}\right)}\left(\boldsymbol{x}_{j+1}, \boldsymbol{y}_{j+1} ; \lambda-\sigma\right) f\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{j}, \boldsymbol{y}_{j+1}\right) \mid .\right)
\end{gather*}
$$

For this we note that

$$
\begin{gather*}
\left.|\lambda|^{\frac{3}{4} n^{\prime}-\frac{5}{4}} \int_{0}^{\infty}\left|H_{\frac{3}{2} n^{\prime}-\frac{5}{2}}^{(1)}(r V \lambda)\right| r^{\frac{3}{2}} n^{\prime}-\frac{3}{2} d r \leq|\lambda|^{\frac{3}{4} n^{\prime}-\frac{3}{2}}(\operatorname{Im} V \lambda)^{\frac{1}{2}}\left|\int_{0}^{\infty} H_{\frac{1}{2} n^{\prime}-\frac{5}{2}}^{(1)}(i r \operatorname{Im} V / \lambda) r^{\frac{3}{2}} n^{\prime}-\frac{3}{2} d r\right|\right\}  \tag{1.7.83}\\
\leq \text { const. }|\lambda|^{\frac{3}{4}} n^{\prime}-\frac{3}{2}(\operatorname{Im} V \lambda)^{-\frac{3}{2} n^{\prime}+1},
\end{gather*}
$$

where the first inequality follows from an integral representation of the Hankel function (Watson (19) section 6.12), and the second one from evaluating the integral in the second member. With a change of variables as was made in eq. (1.5.34), it is now readily seen that

$$
\left.\begin{array}{c}
I \leq \text { const. } \int_{C}^{d} d \sigma\left|\sigma-\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}\right|^{n^{\prime \prime}-j-1}\left[\operatorname{Im} V\left(\sigma-\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}\right)\right]^{-\frac{5}{2} n^{\prime \prime}+\frac{5}{2} j}  \tag{1.7.84}\\
\times|\lambda-\sigma|^{3} n^{\prime}-\frac{3}{2}\left[\operatorname{Im} V^{\prime}(\lambda-\sigma)\right]^{-\frac{3}{2} n^{\prime}+1}\|g\|\|f\|,
\end{array}\right\}
$$

which is finite provided $C$ is a suitable contour and $\lambda$ is inside the complex plane cut from $\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}$ to $\infty$. Under these circumstances, the operator (1.7.74) can be written as an integral operator the kernel of which is of the form

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C}\left[F^{\left(n_{1}\right)} * \ldots * F^{\left(n_{j}\right)}\right]\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{j} ; \sigma\right) G_{0}^{\left(n^{\prime}\right)}\left(\boldsymbol{x}_{j+1}, \boldsymbol{y}_{j+1} ; \lambda-\sigma\right) d \sigma \tag{1.7.85}
\end{equation*}
$$

Since for $k \geq 2$ the resolvents $R(n, k)_{p(k)}$ are linear combinations of operators of the form (1.7.74), it follows that there are Green functions $G(n, k)_{p(k)}$ which are linear combinations of functions of the form (1.7.85).

It is not difficult to see that the kernel given by eq. (1.7.85) depends only on $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{j}$, and $\boldsymbol{x}_{j+1}-\boldsymbol{y}_{j+1}$. It satisfies

$$
\left.\begin{array}{rl}
\frac{1}{2 \pi} \int d \boldsymbol{x}_{1} \ldots d \boldsymbol{x}_{j} \int d \boldsymbol{y}_{1} \ldots d \boldsymbol{y}_{j}[ & \int d\left(\boldsymbol{x}_{j+1}-\boldsymbol{y}_{j+1}\right) \mid \int_{C}\left[F^{\left(n_{1}\right)} * \ldots * F^{\left(n_{j}\right)}\right]\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{j}, \boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{j} ; \sigma\right) \\
\left.\times G_{0}^{\left(n^{\prime}\right)}\left(\boldsymbol{x}_{j+1}, \boldsymbol{y}_{j+1} ; \lambda-\sigma\right) d \sigma \mid\right]^{2}<\infty \tag{1.7.86}
\end{array}\right\}
$$

This is a situation analogous to the one discussed in section 1.5.3. With the methods outlined there, it is easily shown that the operator (1.7.74) can be written as an integral operator with a kernel satisfying eq. (1.7.86) in only one way. In this sense the kernel (1.7.85) is unique. Since the Green functions $G(n, k)_{p(k)}$ with $k \geq 2$ are linear combinations of functions of the form (1.7.85), they are likewise unique.

If for $m=2,3, \ldots, n-1$ the Green functions $G(m, k)_{q(k)}(k=1,2, \ldots, m)$ satisfy symmetry relations of the forms (1.5.46) and (1.5.47), then so do the functions $F^{(m)}$, by the resolvent equation. With the argument used to get eqs. (1.5.46) and (1.5.47), it is then easily checked that similar symmetry relations apply to the functions $G(n, k)_{p(k)}(k \geq 2)$. At this point the fact that the kernel $K^{(n)}$ belongs to $\mathfrak{Z}^{2}$ can be used to show that there is a Green function $G^{(n)} \equiv G(n, 1)$ (cf. the proof of eq. (1.3.11)). Also, since the operator $K^{(n)} R(n, 1)$ belongs to $\mathbb{Q}^{2}$, its kernel is unique among all kernels in $\mathfrak{Z}^{2}$. By the resolvent equation and the uniqueness of the functions $G(n, k)_{p(k)}(k \geq 2)$, this means that $G^{(n)}$ is unique in the sense that it can be written as a linear combination of functions with suitable integrability properties in only one way. It follows with the method of section 1.3.2 that $G^{(n)}$ also satisfies symmetry relations.

### 1.7.6. The spectrum

We conclude the present investigation with some general remarks on the spectrum of the Hamiltonian $H(n, 1)$. It was assumed in eqs. (1.7.49) and (1.7.50) that for $m=2,3, \ldots, n-1$ we know the kernels $K_{q}^{(m)}$ and the Green functions $G^{(m)}$ in the $\lambda$-plane cut from $\Lambda^{(m)}$ to $\infty$. Under this assumption we are able to evaluate the kernels $K_{p}^{(n)}$. However, it follows from eqs. (1.7.63) and (1.7.67) that in doing so we have to confine ourselves to the $\lambda$-plane cut from $\min \left(\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}, \Lambda^{(n-1)}\right)$ to $\infty$, where the
minimum is to be taken with respect to all possible divisions of the $n$ particles into two groups. Now it will be shown in a forthcoming paper on the theory of scattering that there is a continuous spectrum from $\min \left(\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}, \Lambda^{(n-1)}\right)$ to $\infty$. From this it follows immediately that the lower bound $\Lambda^{(n)}$ of the spectrum of $H(n, 1)$ satisfies

$$
\begin{equation*}
\Lambda^{(n)} \leq \min \left(\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}, \Lambda^{(n-1)}\right) \quad\left(n_{1}+n_{2}=n\right) \tag{1.7.87}
\end{equation*}
$$

This was already used in eq. (1.7.69).
Let us now consider the convolutions whereby we want to construct the Green functions $G(n, k)_{p(k)}$ with $k \geq 2$. According to eq. (1.7.84), these give rise to various cuts from $\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)}$ to $\infty$, where $\sum_{i=1}^{j} n_{i}=n^{\prime \prime} \leq n\left(2 \leq n_{i} \leq n-1\right)$. Now if $n^{\prime \prime} \leq n-1$, eq. (1.7.87) shows that

$$
\begin{equation*}
\min \left(\Lambda^{(n-1)}\right) \leq \min \left(\Lambda^{\left(n^{\prime \prime}\right)}\right) \leq \sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)} \tag{1.7.88}
\end{equation*}
$$

Also, if $n^{\prime \prime}=n$, the sum with respect to $i$ must consist of at least two terms, since $n_{i} \leq n-1$. Hence in this case we may write

$$
\begin{equation*}
\Lambda^{\left(n-n_{j}\right)}+\Lambda^{\left(n_{j}\right)} \leq \sum_{i=1}^{j-1} \Lambda^{\left(n_{i}\right)}+\Lambda^{\left(n_{j}\right)}=\sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)} \tag{1.7.89}
\end{equation*}
$$

where now $\Lambda^{\left(n-n_{j}\right)}$ refers to the particular system of $n-n_{j}$ particles which is obtained by putting together the groups of $n_{1}, n_{2}, \ldots, n_{j-1}$ particles which appear on the righthand side of eq. (1.7.89), and taking into account all their interactions. It follows in any case that

$$
\begin{equation*}
\min \left(\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}, \Lambda^{(n-1)}\right) \leq \sum_{i=1}^{j} \Lambda^{\left(n_{i}\right)} \tag{1.7.90}
\end{equation*}
$$

Hence the cut owing to the kernel contains the cut caused by the construction of the Green functions $G(n, k)_{p(k)}$ with $k \geq 2$. If we define

$$
\begin{equation*}
M^{(n)}=\min \left(\Lambda^{\left(n_{1}\right)}+\Lambda^{\left(n_{2}\right)}, \Lambda^{(n-1)}\right) \quad\left(n_{1}+n_{2}=n\right) \tag{1.7.91}
\end{equation*}
$$

the ultimate cut runs from $M^{(n)}$ to $\infty$. Now it is clear from the method of evaluating the Green function $G^{(n)}$ that $H(n, 1)$ cannot have a continuous spectrum beyond the interval $\left[M^{(n)}, \infty\right)$. Hence since there is a continuous spectrum from $M^{(n)}$ to $\infty$, as was remarked above, it follows that the continuous spectrum of $H(n, 1)$ coincides with the interval $\left[M^{(n)}, \infty\right)$. In the $\lambda$-plane cut from $M^{(n)}$ to $\infty$, there may be a discrete spectrum in a finite interval $\left[\Lambda^{(n)}, M^{(n)}\right)$. It is not known if $M^{(n)}$ is a point of accumulation of the discrete spectrum (cf. the discussion at the end of section 1.3.4).

Summarizing, let us assume that for $m=2,3, \ldots, n-1$ we know the kernels $K_{q}^{(m)}$ and the Green functions $G^{(m)}$ in the $\lambda$-plane cut from $\Lambda^{(m)}$ to $\infty$. Let the quantities $\left|K_{q}^{(m)}\right|$ and $\|R(m, 1)\|$ satisfy the inequalities (1.7.50). Then we can find the kernels $K_{p}^{(n)}$ and the Green functions $G(n, k)_{p(k)}(k \geq 2)$ in the $\lambda$-plane cut from $M^{(n)}$ to $\infty$. The quantities $\left|K_{p}^{(n)}\right|$ satisfy the inequality (1.7.50). Also, if all the Green func-
tions $G(m, k)_{q(k)}$ satisfy symmetry relations of the forms (1.5.46) and (1.5.47), then so do the functions $G(n, k)_{p(k)}(k \geq 2)$. Owing to this symmetry combined with the fact that each $\left|K_{p}^{(n)}\right|$ is finite, we can evaluate the Green function $G^{(n)} \equiv G(n, 1)$ for all values of $\lambda$ not in the spectrum of $H(n, 1)$. In particular, $G^{(n)}$ can be found in the $\lambda$-plane cut from $\Lambda^{(n)}$ to $\infty$. It satisfies the symmetry relations (1.5.46) and (1.5.47). The norm $\|R(n, 1)\|$ satisfies the inequality $(1.7 .50)$. We thus see that on the basis of our assumptions for $m=2,3, \ldots, n-1$ we can find all the relevant quantities for $m=n$. These satisfy the desired inequalities and symmetry relations. Also, we can evaluate the Green function $G^{(2)} \equiv G(2,1)$ from the known functions $K^{(2)}$ and $G(2,2)$. For $m=2$ the inequalities and symmetry relations are satisfied. From this we may conclude that by iteration we are able to construct the Green function $G^{(n)}$ for any finite number $n$.

The work described in this paper is part of the research program of the "'Stichting voor Fundamenteel Onderzoek der Materie", which is financially supported by the "'Nederlandse Organisatie voor Zuiver-Wetenschappelijk Onderzoek". It was carried out at the University of Groningen. The manuscript was prepared at the Institute for Theoretical Physics, Copenhagen. It is a pleasure to thank the members of this institute for their hospitality. The author is indebted to Prof. L. Rosenfeld for his interest in this paper. A grant from the '"Stichting voor Fundamenteel Onderzoek der Materie", is gratefully acknowledged.

Universitetets Institut for Teoretisk Fysik
Kobenhavn, Danmark
on leave from
Afdeling voor Theoretische Natuurkunde
Natuurkundig Laboratorium der Rijksuniversiteit
Groningen, Nederland

## References

(1) D. W. Jepsen and J. O. Hirschfelder, Proc. Nat. Acad. Sci. 45 (1959) 249.
(2) N. I. Achieser and I. M. Glasmann, Theorie der linearen Operatoren im Hilbert Raum (Akademie-Verlag, Berlin, 1960).
(3) F. Riesz and B. Sz.-Nagy, Leçons d’analyse fonctionnelle (Gauthier-Villars, Paris and Akadémiai Kiadó, Budapest, 1955).
(4) M. H. Stone, Linear transformations in Hilbert space (American Mathematical Society, New York, 1932).
(5) T. Kato, Trans. Am. Math. Soc. 70 (1951) 195.
(6) F. Stummel, Math. Ann. 132 (1956) 150.
(7) R. Courant and D. Hilbert, Methoden der mathematischen Physik, I and II (Julius Springer, Berlin, 1931 and 1937).
(8) E. C. Titchmarsh, Eigenfunction expansions associated with second-order differential equations, Part II (Oxford University Press, Oxford, 1958).
(9) T. Carleman, Math. Z. 9 (1921) 196.
(10) F. Smithies, Duke Math. J. 8 (1941) 107.
(11) S. Michlin, Doklady Akad. Nauk SSSR 42 (1944) 373.
(12) F. Smithies, Integral equations (Cambridge University Press, Cambridge, 1962).
(13) A. C. Zaanen, Linear analysis (North-Holland Publishing Co., Amsterdam and P. Noordhoff N.V., Groningen, 1953).
(14) J. C. Burkill, The Lebesgue integral (Cambridge University Press, Cambridge, 1951).
(15) E. C. Titchmarsh, The theory of functions (Oxford University Press, Oxford, 1952).
(16) V. Bargmann, Proc. Nat. Acad. Sci. 38 (1952) 961.
(17) S. Saks, Theory of the integral (Monografie Matematyczne, Warszawa and Lwow, 1937).
(18) D. V. Widder, The Laplace transform (Princeton University Press, Princeton, 1941).
(19) G. N. Watson, A treatise on the theory of Bessel functions (Cambridge University Press, Cambridge, 1944).
(20) E. C. Titchmarsh, Introduction to the theory of Fourier integrals (Oxford University Press, Oxford, 1948).

# Det Kongelige Danske Videnskabernes Selskab 

Matematisk-fysiske Skrifter Mat. Fys. Skr. Dan. Vid. Selsk. Bind 1 (kr. 141,00)

kr..

1. Brodersen, Svend, and Langseth, A.: The Infrared Spectra of Benzene, sym- Benzene $-d_{3}$, and Benzene- $d_{6} .1956$ ..... 14,00
2. Nörlund, N. E.: Sur les fonctions hypergéométriques d'ordre supérieur. 1956 ..... 15,00
3. Fröman, Per Olof: Alpha Decay of Deformed Nuclei. 1957 ..... 20,00
4. Brodersen, Svend: A Simplified Procedure for Calculating the Complete Har- monic Potential Function of a Molecule from the Vibrational Frequencies. 1957 ..... 10,00
5. Brodersen, Svend, and Langseth, A.: A Complete Rule for the Vibrational Frequencies of Certain Isotopic Molecules. 1958 ..... 6,00
6. Källén, G., and Wightman, A.: The Analytic Properties of the Vacuum Ex- pectation Value of a Product of three Scalar Local Fields. 1958 ..... 15,00
7. Brodersen, Svend, and Langseth, A.: The Fundamental Frequencies of all the Deuterated Benzenes. Application of the Complete Isotopic Rule to New Experi- mental Data. 1959 ..... 10,00
8. Mottelson, Ben R., and Nilsson, Sven Gösta: The Intrinsic States of Odd-A Nuclei having Ellipsoidal Equilibrium Shape. 1959 ..... 22,00
9. Källén, G., and Wilhelmsson, H.: Generalized Singular Functions. 1959 ..... 6,00
10. Møller, C.: Conservation Laws and Absolute Parallelism in General Relativity. 1961 ..... 15,00
11. Soloviev, V. G.: Effect of Pairing Correlation on Energies and $\beta$-Transition Proba- bilities in Deformed Nuclei. 1961 ..... 8,00
Bind 2
(uafsluttet/in preparation)
12. Higgins, Joseph: Theory of Irreversible Processes. I. Parameters of Smallness. 1962 ..... 17,00
13. Gallagher, C. J., Jr., and Soloviev, V. G.: Two-Quasi-Particle States in Even- Mass Nuclei with Deformed Equilibrium Shape. 1962 ..... 18,00
14. Mang, H. J., and Rasmussen, J. O.: Shell Model Calculations of Alpha Decay Rates of Even-Even Spheroidal Nuclei. 1962 ..... 12,00
15. Pellegrini, C., and Plebanski, J.: Tetrad Fields and Gravitational Fields. 1963. ..... 14,00
16. Nörlund, N. E.: The Logarithmic Solutions of the Hypergeometric Equation. 1963 ..... 23,00
17. Lütken, Hans, and Winther, Aage: Coulomb Excitation in Deformed Nuclei. 1964 ..... 9,00
18. Bartlett, James H.: The Restricted Problem of Three Bodies. 1964 ..... 13,00
19. van Winter, Clasine: Theory of Finite Systems of Particles. I. The Green Func- tions. 1964. ..... 20,00

On direct application to the agent of the Academy, Ejnar Munksgaard, Publishers, 6 Nörregade, Köbenhavn K., a subscription may be taken out for the series Matematiskfysiske Skrifter. This subscription automatically includes the Matematisk-fysiske Meddelelser in 8 vo as well, since the Meddelelser and the Skrifter differ only in size, not in subject matter. Papers with large formulae, tables, plates etc., will as a rule be published in the Skrifter, in 4to.

For subscribers or others who wish to receive only those publications which deal with a single group of subjects, a special arrangement may be made with the agent of the Academy to obtain the published papers included under one or more of the following heads: Mathematics, Physics, Chemistry, Astronomy, Geology.

In order to simplify library cataloguing and reference work, these publications will appear without any special designation as to subject. On the cover of each, however, there will appear a list of the most recent paper dealing with the same subject.

The last published numbers of Matematisk-fysiske Skrifter within the group of Physics are the following:

Vol. 2, nos. 2-4, 6, 8.

